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ABSTRACT

This volume presents the analysis results, conclusions and
rocommendetions derived from a study of the MCCH Communications

System. The following three enalyses were made:

1. Analysis of Inherent MDCS and PCM Telemetry
Limitations and Analogous CCATS Limitations
2. Telemetry Data Handling Analysis

3. Communications Processor lLoading Analysis

Specific analysis and conclusions with regard to system
performance characteristics are discussed. Recommendations are
made for extending and applying the analytic techniques used,

and for initiating additional system gstudies.
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iii






TABLE OF CONTENTS

LIST OF ILLUSTRATIONS

TABLE

SECTION I

SECTION II

SECTION III

SECTION IV

APPENDIX A

INTRODUCTION
SCOPE '
GENERAL OBJECTIVES
BACKGROUND
General Approach
NASA Participation
CONTENTS OF COMMUNICATIONS SYSTEM VOLUME

SELECTION OF SYSTEM CHARACTERISTICS FOR ANALYSIS

FACTORS INVOLVED AND THEIR INTERACTION
Significance of a Particular System
Characteristic
CCATS Applicability
Availability of Usage Dats
Avallable Time vs. Report Schedule

SPECIFIC RESULTS OF SELECTION PROCESS
Characteristics To Be Analyzed
Important Characteristics Not Analyzed

EFFECTIVENESS ANALYSIS ‘

ANALYSIS OF INHERENT MDCS AND PCM TELEMETRY
LIMITATIONS AND ANAIOGOUS CCATS LIMITATIONS
Specific Objective
Supporting Technical Information
Presentation and Discussion of Results
Conclusions and Recommendations

TELEMETRY DATA HANDLING ANALYSIS
Specific Objectives
Presentation and Discussion of Results
Conclusions and Recommendations

COMMUNICATIONS PROCESSOR LOADING ANALYSIS
Specific Objectives
Presentation and Discussion of Results
Conclusions and Recommendations

SUMMARY OF RECOMMENDATIONS

A FRAMEWORK FOR SYSTEMS ANALYSIS AND EVALUATION
INTRQDUCTION
PURPOSE
QUESTIONS TC BE ANSWERED
FRAMEWORK DESCRIPTION
RECOMMENDATION FOR FURTHER DEVELOPMENT AND USE

Page
vii

MNWWN -

Ut Ut

2 OO Ottt

62
62
62
64

72



TABLE OF CONTENTS (CONTINUED)

APPENDIX B BACKUP DATA FOR COMMUNICATIONS SYSTEM ANALYSIS
PURPOSE

BACKUP DATA IN SUPPORT OF THE COMMUNICATION
PROCESSOR LOADING ANALYSIS
APPENDIX C BIBLIOGRAPHY

APPENDIX D DISTRIBUTION LIST

vi

. Page

Th
Th

78
a2
83



F{igure Number

2-1

2-2

-3

R—4

2-5

2-6

2-7

2-8

2-9

Table Number
2-1

LIST OF ILLUSTRATICNS

Telemetry Flow Diagram Indicating Time Delays
Incurred

Time Delays Associated with Both Directly Driven
and Computer-Driven Displays of Gemini Telemetry
Parameters

Time Delays Associated with Directly Driven
Displays of Agena Telemetry Parameters

Time Delays Assoclated with Computer-Driven
Displays of Agena Telemetry Parameters

Effective Chart Recorder Sampling Rates and
Associated Quantity of Gemini and Agena
Parameters

For Gemini Parameters Applicable to Computer-
Driven Displays, External Cycle Sync Delays
as a % of All Other Delays

For Agena Parameters Applicable to Computer-
Driven Displays, External Cycle Sync Delays
as a % of All Other Delays

Example of Short Duration Peaking Experienced
on 494 During Worst-Case Traffic Situation

Example of a Capacity Usage "Breakdown" Curve
Indicating Capacity Usage vs. Interrupt Rate
for a Selected Software "Major Chain"

TABLE

Operational Limitations of the Existing System
and Analogous Limitations for the CCATS
Configuration

vii

»5
26

217,

31

37

38

49

13



SECTION I

INTRODUGCTION

SCOPE

The analysis results presented in this section reflect basic
decisions in two areas concerning the scope of the Communications
System portion of the overall Task A study. First of all, it was
necessary to determine which of the seven existing communications
subsystems should be included within the present study effort.
Secondly, it was necessary to establish a ground rule concerning the

inclusion of CCATS considerations as part of the study.

Regarding the selection of certain existing communications sub-
systems for analysis, the éubsystems selected were those considered
to have the greatest operational significance and, at least potenti-
ally, the most severe limitations in terms of performance and growth
characteristics (limitations which may not be eliminated without sig-

nificant expenditures of time and money). These are as follows:

-
°

Communication Processing Subsystenm
2. Telemetry Subsystem (PCM portion thereof)
3. Master Digital Command Subsystem

The following subsystems have not been considered: Pneumatic Tube,
Voice, Teletype and Facsimile, and Communications Facility and Con-
trols (FACS).

Regarding consideration of CCATS within this study, the fol-
lowing ground rule was established: Emphasis would be placed on the
existing system, but an attempt would be made to select existing
system characteristics for analysis which, in addition to being sig-
nificant in their own’fight, would produce results and/or invelve
~analytic tools/techniques applicable at least in part to the long-
'term goal of a more comprehensive CCATS analysis. The application
of this ground rule is discussed further in SECTION IT.



GENERAL OBJECTIVES

The general objectives of this portion of the study may best be

understood in light of two basic guidelines. These are as follows:

1. System characteristics are considered herein to
wérrant analysis only by virtue of being signif-
icant either in terms of system performance,
primarily from an operational viewpoint, or in
terms of system growth (or augmentation) capa-
bilities. (Appendix A, in a more conceptual
manner, discusses the categorization of all
questions of interest regarding a system into
those derived from elther a performance or a

growth orientation.)

2. UVEffectiveness Analysis" for purposes of this
report consists - rather than of an evaluation
of present/predicted system characteristics in
terms of present/predicted specific system re-
guirements - of an analytic "description" of sig-

nificant system characteristics.

Recognizing the above guidelines and the study scope as defined,

general objectives may be delineated as follows:

1. Provide an analysis, quantitative to the extent
possible, of significant performance and growth
characteristics of the existing Communications
System. This analysis should facilitate system

evaluation by NASA.



2. Provide to the extent presently possible an
analysis of, or at least a qualitative indica-
tion of, expected CCATS charactersitics analogous
to those analyzed in more detall for the existing

communications subsystem.

3. Develop or begin to develop a set of analytic
~ tools and/or techniques considered useful for
any on-going systems analysis/evaluation effort

of the communications system.

More detailed objectives are presented in subsequent paragraphs for
each portion of the analysis. Note that the provision of a general
system description isknot included as an objective of this report

and therefore, that an understanding of the system at a general level

on the part of the reader is assumed.

At this point, it might be noted that all of the conclusions and
recommendations derived from the foregoing analysis may not be viewed
as directly supporting the above objectives; certain conclusions/re-

commendations must be viewed as byproducts of pursuing these objectives.

BACKGROUND

General Approach

‘The objectives delineated above were pursued by considering any
supporting analysis effort to be part of an overall effectiveness
analysis without distinguishing between portions of the analysis re-
quiring only straightforward tabulatioh of capability and capacity
chéracteristics and portions fequiring extensive theoretical and/or
usage data analysis. In addition, primary emphasis was placed on the
selection of gignificant characteristics for analysis; this emphasis
resulted in a'significént expenditure of effort for the selection‘
process reéulting in Appendix A as a study byproduct. Once selected,
system characteristics were analyzed in a way considered most appro-
priate in light of the nature of the question of interest and the

data available.



NASA Participation

It should be noted that, in addition to the necessary NASA support
in obtaining and understanding system information, significant support
was received in the areas both of selecting system characteristics con-
sidered significant for analysis and of successfully recording empirical
communications processor loading data. The first area deserves emphasis
in that the usefulness of any study of this kind is largely dependent
upon which characteristics have been analyzed. The latter area is noted
because the analyst'!s own degree of familiarity with facility scheduling
procedures, program change procedures and test conduct procedures would

not have permitted successful conduct of this portion of the analysis.
CONTENTS OF COMMUNICATIONS SYSTEM VOLUME

To assist the reader, a summary of the contents of the remainder of

this volume of the final report follows:

Section II, Selection of System Characteristics for Analysis

discusses the selection process in terms of the factors involved, the
interaction between these factors, the characteristics selected, and some
significant omissions in terms of characteristics not analyzed as part

of this report.

Section III, Effectiveness Analysis constitutes the primary
portion of the report - a description of specific analyses in terms of
specific objectives, technical results, and any associated conclusions/
recommendations. Note that this section is intended to contain suffi-
cient technical information to permit an understanding of the results,
conclusions, recommendations presented, but not sufficient information
to permit detailed scrutiny or reconstruction of the results; such in-
formation may be found in Appendix B. Note also that any consideration
of CCATS is "intermingled" with the discussion of the analogous charac-

teristics of the existing system.

Section IV, Summary of Recommendations summarizes the study

recommendations.



SECTION II

SELECTION OF SYSTEM CHARACTERISTICS FOR ANALYSIS

FAGTORS INVOLVED AND THEIR INTERACTICN

Based on the prior discussions of scope, objectives and general
approach, certain factors would be expected to be involved in the
selection of specific characteristics of the existing system for anal-
ysis. These two factors appear first below with a brief indication of
how each was included in the selection process. Also as would be ex-
pected, factors identified in terms of hard and fast practical con-

straints were also involved; these appear below as the final two.

Significance of a Particular System Characteristic

Viewing significance from either a performance or an augmentation
viewpoint, the methodology discussed in Appendix A was employed to
derive a list of significant characteristics of the existing system
from .various types or categories of MCCH requirements. NASA comments

were also obtained and discussed.

CCATS Applicability

As défined previously, this factor involves g detefmination or
estiﬁate of the extent to which the results, tools, and/or analytic
techniques associated with analysis of an existing system character-
istic wili céntribute as well to an analysis of CCATS. This factor
was considered and discussed by NASA and MITRE personnel for charac-

teristics being considered for analysis.

Availability of Usage Data

Considering usage data to consist of any data collected empir-
ically, a.survey of available data was conducted for the three sub-

systems of interest.



Available Time vs. Report Schedule

For each existing system characlteristic of potential interest, an
estimate was made of the time required to accomplish an assocciated

analysis.

Consideration of the interaction between these factors led to a
final determination of those specific system characteristics to be
analyzed. This end product of the selection process was then reviewed
with the appropriate NASA personnel to insure a common understanding of
the content of the study on the part of all parties concerned. The fol-~

lowing paragraph presents the results of the selection process.
SPECIFIC RESULTS OF SELECTION PROCESS

Characteristics To Be Analyzed

1. Inherent Limitations of MDCS and PCM Telemetry Hardware and
Analogous Limitations for CCATS - Consideration of both MDCS and PCM

Telemetry Hardware, particularly the Ground Station in the latter case,
leads to the conclusion that certain basic design characteristics of
this special-purpose hardware may be equated with potentially signif-
icant operational limitations. Despite the fact that this conclusion
is certainly not original with this author, it was considered worthy
of the effort involved to tabulate these characteristics in terms of
their limitations on operational "parameters" and to present, to the
extent possible as a function of CCATS design progress, a description

of the analogous CCATS characteristics.

2. Time Delays and Sampling Rates Associated with Telemetry Data

Handling - Such telemetry data handling characteristics of the existing
system were selected for analysis primarily based 1) on the relatively
critical nature of the timeliness of telemetry data when compared to
other types of MCCH-processed data and 2) on the fact that telemetry
data represents a high percentage of the "data volume" handled by the



MCCH and, therefore, is of great interest from an engineering point of
view. "CCATS applicability" was considered a potential merit of such an

analysis, but not as a prerequisite.

3. Communications Processor Loading - "loading" as used in this

case refers to ﬁsage of computing capacity in terms of the percentage of
time a processor is busy performing software operations. Despite the fact
that it ié not possible at this‘time to perform a<dehailed,loading;analysis
on the CCATS hardware/software configuration, such an analysis of the ex-
isting systemvwas considered to have merit in terms both of achievable
results and of the development of tools/techniques applicable to later
CCATS analysis.

Important Characteristics Not Analyzed

Although there exist several areas not covered herein in which
analysis could be performed relative to the MDCS and Telemetry Subsystems,
these omissions are considered to be of limited importance .in light of the
forthcoming major CCATS augmentation. Similar reasoning mitigates any
concern about the omission of certain characteristics of the existing
Communications Processing configuration. Regarding the existing subsystems,
therefore, any omissions from this analysis are considered to be of minor
importance. Expanding one's scope of interest to include CCATS, however,
one finds - as might be expected - significant areas begging further

analytic work. Two such areas are discussed below.

Note that it is not intended to present a comprehensive list of all
possible fruitful areas for future analysis which have not been covered in
this report. For example, the issues of time delays incurred within the
Communications Processor (or CCATS) for other than TIM data and of the
RTCC-to-CCATS bit rate required to support various data requirements are
potential areas of further useful analysis activity. Also results to date
for certain aspects of the analyses reported in this volume must be con-
sidered incomplete and prliminary, meaning that further effort is required
in these areas as well. The intent is simply to identify two areas of
particular importance which were specifically encountered but not pursued

during this study effort.



Analysis of CCATS Storage Utilization

In the case of any adaptation via software of a general-purpose
"hardware processing configuration to particular operational needs, a
legitimate area for analysis is the utilization of both core and peripheral
storage in terms of the types and quantities of data stored. Such analysis
provides quantitative indications of the overall growth capability of. the
system, the ability to accommodate new functions, etc. Because little.
analysis in this area relative to CCATS could be accomplished with confi-. .
dence at this time and because the expenditure. of effort to pursue this
area for the existing system did nolt appear warranted, no such analysis was
undertaken. It i1s recommended that such an analysis.be.considered.as.. ... .

soon as sufficient CCATS design information becomes awvailable.

The Time Homogeneity Issue

In a data processing and transmission.system where . a.cyclic or
commutative scheme 1s used to sample data. serially, .the. time homogeneity
of a given parametric data sample is always of concern. Since commutative
techniques are integral to the network design, time homogeneity will be
an issue with CCATS. The analysis of the cycle .sync. portion of the time
delays associated with TIM data handling is closely related to the data
time homogeneity problem and the information developed will. be. useful in
studying data homogeneity problems. Analysis of this characteristic of

the communications system as related to CCATS design should be considered.



SECTION III

EFFECTTIVENESS ANALYSIS

ANALYSIS OF INHERENT MDCS AND PCM TELEMETRY LIMITATIONS AND ANALOQGOUS
CCATS LIMITATIONS

Specific Objectives

If one is williﬁg to accept this author's coining of the term
"operational parameter!" to refer to capabilities of the system having
direci{operational gignificance, the specific objective of this portion
of’ the analysis may be stated as follows:

: To provide a comparative analysis, for each of

several selected operational parameters related

to command and telemetry data handling, of the

MCCH system limitations associated both with the

existing subsystems and with the CCATS configuration.
It should be noted that the term "limitation" does not necessarily

connote inadequacy.

Supporting Technical Information

Selected technical information of a descriptive nature is provided
in this subparagraph on the basis that the assumed general level of
system understanding may not be adequate to permit a meaningful under-

standing of the analysis results.

MDGS Memory Sector Organization

Basic to an understanding of MDCS operation is the concept of
a 10R4-word memory divided into ten parts, designated "sectors", each
of which may be considered fixed in terms of its length (number of words)
and its location within the total memory. Although the MDCS hardware is
not sensitive to the detailed characteristics of the commands employed
for GEMINI, this hardware does require that only one word of memory be

used for a single command. In addition, eight of the ten sectors permit



initiation of their contents for transmission to be controlled by

Flight Controller (FC) console modules: two of these permit selective
initiation on a per word basis, (presently devoted to RTIC storage) six
of these require that the contents of the entire sector be transmitted
in response to a single FC initiation action (command loads). In terms
of the correlation between sectors and command sites, each command site
(including only real-time sites as relevant to Flight Controller command
initiation capabilities) is associated in a fixed manner with a set of
Communication Processor interface hardware known as a Transmit Subsystem
which, in turn, may transmit data from only two command load sectors and

from either of the two sectors permitting selective command initiation.

CCATS Command Processing Concept

Controlling the nature of CCATS command processing: is the over-
all Apollo command concept which has two basic interrelated character-
istics: storage pre-pass or pre-mission of command data (individual com-
mands or loads) in a Remote Site Command Processor (RSCP) and MCCH control
of command "uplinking" by initiating transmission, rather than of the ac-
tual command data of interest, of an "execute" message which specifically
designates the command data to be up-linked from the RSCP. Transmission
of an "execute" message is achieved by a FC using a 6 x 3 matrix of Push-
Button Indicators (PBI's) known as a Command Panel, each PBI on a given

panel being associated with a particular "execute' message.

In terms of CCATS software implementation, the capability to
associate each PBI on each panel with a unique command is provided in
the form of an "execute table" for each command pansel with a separate
one word entry for each PBI. BRach entry in an "executive table!, rather
than being sensitive in a fixed manner to the type of command data, the
site, or vehicle with which it is associated, may be viewed as a program-
mable set of address bits associated on: a mission-by-mission basis with

the location of pre~stored command data at the RSCP.

10



PCM  Telemetry Ground Station Characteristics

" Little need be said about the ground stations for purposes
of this analysis once it is recognized that this device must be viewed
as a special-purpose stored program processor whose storage capacity,
instruction repertoire and structure, register capabilities, display
device interface hardware, etc., are specifically tailored to GEMINI

program requirements.

CCATS Telmetry Decommutation Concept

The first step in decommutation is synchronizing to an in-
coming data stream at both Main Frame (MF) and Subframe levels. Main
Framé synchronization is accomplished by the hardware or software rec-
ognition of specified bit patterns. Subframe synchronization is ac-
complished by software interpretation of "frame counts" within the MF
content to determine which cycle of the MF is being received. (MF
cycles as defined herein are equivalent to the number of MF transmis-
sions required to describe the status of all telemetry parameters in-
cluded within the format being received. The actual number of such
transmissions is equal to the maximum subcommtation depth or ratio

from a MF viewpoint.)

~ The next step in decommitation is the routing of telemetry
data to épecified destinations on a parameter-by-parameter basis. This
is achieved by table look-up. In particular, each mission format may
be associated with a set of decommutation tables. ZEach such set may be
viewed as "N" tables where "N" is equal to the maximum subcemmutation
ratio and where each table consists of a single entry per parameter
1ocation.within the format which designates the intended destination

of that parameter,

411 sets of decommutation tables, one set per format, are

stored on drum and are used as follows: once synchronization at the

11



subframe level has been accomplished, the particular decommutation
table within the appropriate format set is addressed based on the
frame count. This particular table is then read from drum into a
core working area. From this point on, parameter routing occurs

parameter-by-parameter on a table look-up basis.

CCATS Telemetry Display Driving

The CCATS configuration uses the existing PCM Ground Stations
to provide display driving capability without fully employing the pro-
grammed decommutation feature of these devices. Specifically, the CCATS
processor feeds decommitated telemetry data in serial bit stream form to
the ground stations in a sequence which, when combined with a "fixed"
ground station data routing program, results in the proper display des-
tination for up to 125 events and 100 analogs. Additional CCATS event
driving capability is achieved by interfacing CCATS with a set of
Digital Display Drivers (DDD's).

Presentation and Discussion of Results

Results of this portion of the analysis are presented in Table 2-1.

A discussion of these follows.

Sources of Data for Analysis

Various NASA system documentation and the MITRE descriptive
diagrams resulting from Tagk A1 were consulted, the latter only as

related to the existing system.

Comments to Clarify Presentation (See Table 2-1)

Indications of system characteristics for each operational
parameter are limited to those characteristics considered primary in
terms of limiting or constraining this parameter. In addition, lim-
itations of the existing system, rather than being stated in GEMINI
terminology, have been generalized to indicate such limitations in a

basic form as inherent to the subsystem hardware or software.

12
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The distinction between the "Presently Specified Require-
ments" and the "Upper Limit" entries in the CCATS column is considered
significant. The former are considered limitations only in the sense
that, once these requirements have been implemented in the operational
CCATS software package, any significant modification to these may re-
sult in a significant software redesign effort. (The obvious impor-
tance of careful and farsighted requirements specification is hereby

noted.)

The "Upper Limit" entries, on the other hand, are intended
to reflect limitations which in a sense are of a more inherent nature
than those associated with the implementation of specific quantifative
requirements. Once a general software design approach has been defined
for accomplishing a particular function, an "Upper Limit" may generally
be derived from a knowledge of that aspect of system capacity (com~
puting capacity, storage capacity) upon which the selected approach
places the greatest demands. Because they are independent of a

quantitative statement of functional requirements, "Upper Limits" as

defined herein are themselves not quantifiable in a direct‘manner;
quantificatidn of such constraints must consider the sometimes complex
interaétibn hetween the various functions which place demands on the
same aspect of system capacity. Such constraints are indicated in
Table 2-1 because these must be understood in support of any effort

to predict the impact of future requirements;i.e., the degree to which
these constraint&Aare approached determines the system!'s capacity for
growth.

Discussion of Resultis

Table 2-1 certainly confirms that certain requirements
specified for CCATS in support of Apollo preclude the use of the
existing PCM TLM and MDCS Subsystems. CCATS may be generally char-

acterized as having capabilities equal to or greater than those of
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the existing system for the areas analyzed. It is interesting, as an
exception to this general statement, to note that some loss of flexi-
bility in terms of accommodating TLM formats with varying character-
istics is apparently associated with the transition to CCATS. This
loss of flexibility, however, may most reasonably be interpreted as

a reflection of the fact that TLM format characteristics have been
better defined for CCATS than evidently was possible for GEMINI at the

time of PCM Ground Station specification.

Perusal of the entries in the CCATS column leads, as an ex-
pected consequence in the distinction between "Presently Specified
Requirements" and "Upper Limits" for -this type of system, to the gen-
eral observation that the utilization of storage and computing capacity
are of primary interest relative to the systems ability to accommodate

additional requirements.

Conclusions and Recommendations

In addition to the above presentation and discussion of analysis
results as significant in their own right, a single general conclusion
may be derived from this portion of the analysis. Simply stated, this
conclusion is that the transition from the existing TLM and command
subsystems (viewed as consisting of special-purpose hardware/software
with limited capability by design) to a combination of a general-
purpose, relatively large-scale processing configuration and a multi-

function software package greatly increases the complexity associated

with quantifying, or even understanding, the basic limitations of the
system. (This is not to say that this "price" should not be paid.)
Combining the above conclusion with a recognition of the impor-
tance of understanding and quantifying system limitations in an environ-
-ment characteriﬁed by continual and somewhat unpredictable require-

ments changes, the previous recommendation that usage of storage
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capacity be analyzed is reconfirmed and the additional recommendation.that
computing capacity usage be analyzed as well is suggested. Because. this
latter recommendation is developed and discussed in more specific terms

elsewhere, no further comment is warranted at this point.

TELEMETRY DATA HANDLING ANATLYSIS

Specific Objectives

. The Specific Objectives of this portion of the analysis are.a
further specification of the general objective to analyze significant
performance characteristics of the existing system. These are listed in

guestion form:

1. How current ig the telemetry data being displayed
within the MCCH? (For purposes of this analysis,
this question has been addressed in terms of "To
what time delays are telemetry parameters subjected
during transmission from a vehicle to an MCCH dis-

play device?")

2. For parameters whose history as well as the current.
value is of interest, how well does the trend data
displayed represent actual parameter history?

(From a display device point of view, this question
is apsociated only with those parameters appearing
on a chart recorder display; other display device
types - analog meters, event indicators, and TV
displays - support only an interest in the current
parameter value. Note that these statements inten-
tionally overlook TV trend displays because of the
relatively gross time scales involved in displaying

TIM trends via this media.)

3. What are the total vehicle-to-display time delays
associated with directly driven TLM displays (via
the PCM Ground Stations) as compared to computer—

driven displays via the RICC? (For purposes of

19



this analysis, directly driven displays include
analog meters, chart recorders and event indi-
cators in terms of display devices. Computer-
driven displays include both event indicators
and various types of IV displays where these
types are defined generally enough to include,
for example, the results of limit sensing by the
RTCC regardless of whether a display actually

results.)

4. To what extent does the MCCH contribute to the
total vehicle-to-display time delay in the cases
both of directly driven and computer-driven

displays?

5. What is the effect on vehicle~to-display time
~delays of increasing the vehicle-to-remote site
and remote site-to-MCCH sampling rates? (Interest
in this question is derived from the observation
that, except in the case of parameters associated
with trend displays (chart recorders), higher
sampling rates external to the MCCH offer oper-
ational advantages only in terms of potentially
significant time delay reductions. Because the
accommodation of higher sampling rates within the
MCCH must be edquated with some "cost!" in terms of
using MCCH data handling capacity, the merits of

such higher rates are addressed via this question.)

»

Based on the above, Questions 1 and 2 may be associated with
analyzing performance from an operational viewpoint while Questions

3 and 5 may be associated with such analysis from an engineering
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viewpoint. It is significant to note that the orientation of these two
general viewpoints has been satisfied by presenting the same basic data

in different forms for interpretation.

Objectives specifically related to CCATS are not considered for
this portion of the analysis although the applicability of this and
similar analyses to CCATS is commented upon in subsequent paragraphs.
Note also that, due to limited MCCH responsibility relative to control
and monitoring of the Titan vehicle, only GEMINI and AGENA data has

been considered.

Presentation and Discussion of Results

Sources of Data for Analysis

The specific results presented herein are applicable to the
GEMINI VIII mission and have been derived by a parameter-by-parameter
study using the GEMINI VIII FCDAR (Revision C) and the GTA-8 Telemetry
Data Format Control Handbook as primary data sources. Tt is emphasized
that éﬁch an extensive analysis involved GEMINI VIII, not because of a
unique interest in this particular mission, but because this mission
may be considered representative of GEMINI missions in general. GCon-
clusions and recommendations, therefore, are not identified in the fol-
lowlng paragraphs as uniquely associated with GEMINI VIII; these are
considered as applicable to GEMINI as a total program unless otherwise
noted. Further comments appear below relative to the applicability of
detailed quantitative results to other than GEMINI VIII. "

Comments on Presentation of Results

Figures 2-1 through 2-7 present the results of this
analysis. Basic to the information presented in these figures is the
distinction between "Mechanization Delays" and "Cycle Sync Delays! as

defined herein.
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Mechanization delays are assoclated with the amount of
time required by the hardware and/or software comprising each telemetry
data handling stage to perform the functions assigned to that stage.
In the case of a stage consisting purely of hardware (example, data
modem) or consisting of a combination of hardware and software devoted
wholely to telemetry functions (example, PCM Ground Station), the
mechanization delay is of a relatively fixed nature. In the case of a
stage consisting of a hardware/software combination for which tele-
metry processing is only a portion of an overall task, (example, RTCC)
the mechanization delay is of a variable nature dependent on the pro-
cessing demands associated with other than TLM functions; an average

or worst-case delay, however, may generally be estimated.

Cycle sync delays have been distinguished from mechani-
zatlon delays because, rather than being inherently associated with a
particular configuration of data handling hardware/software, these are
in a sense "controllable." In particular, cycle sync delays are those
which are a direct consequence of the parameter sampling rates speci-
fied or of the periodic nature of a TLM processing cycle (examples,
Buffer/Formatter and RTCC) characterizing certain TLM data handling
stages. Transmission of TLM data between successive data handling
stages 1s of cyclic, repetitive nature. Cycle sync delays exist

because the input cycle relative to a given stage is asynchronous

with the output cycle from that stage. This means that the time
duration between the receipt of a parameter value at the input to a
‘stage and the output of the same parameter from that stage is not fixed.
In the worst case, this duration will be equal to the output cycle
period (a processing cycle in some cases, a commutation cycle whose
period is determined on a parameter-by-parameter basis by the desired
sampling rate in other cases). On the average, this duration will be
equal to one-half of the output cycle period. These durations are

defined herein as Cycle Sync Delays with average values being employed
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unless otherwise noted. Returning to the idea that cycle sync delays
are in a sense "controllable", the implication of this discussion is
that these are determined directly by per parameter sample rate speci-
fications or by the specification of fixed period processing cycles
within a device. It is recognized, of course, that the practical
degree to which such delays are "controllable" is limited by meny
factofs external to the MCCH inecluding TLM format design constraints

and the characteristics of the on-board TLM communication system.

Concerning the specific quantification of both mechani-
zation and Cycle Sync Delays, each delay type (when applicable) is
presented for each TLM data handling stage in Figure 2-1. Appendix B
may be consulted for a description of the assumptions, calculations,
etc., assoclated with the derivation of the values continued in

Figure 2-1.

No conceptual complexity is required to consider the
degree to which chart recorder displays represent actual parameter
history. This issue may be considered directly in terms of the remote
site-to-MCCH sampling rate when viewed as the "data update" rate into
the PCM Ground which, in turn, is preserved by the ground station for

direct output to a chart recorder.

Any further comments required to clarify the data

presentation are included within the following discussion of results.

Disgcussion and Summarization of Results

1. How current is the telemetry data being displayed within
the MCCH?

Figures 2-2, 2-3, and 2-4 present the analysis results re-
lative to this objective. Both total delays and their cycle sync
components are indicated for each vehicle sampling rate. The indi-

cation of the cycle sync component being included to graphically
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illustrate the significance of this component relative to total delays.
Klthough the total delay associated with a given parameter may be de-
pendent upon the type of site - high-speed or wide-band - processing
the data at any given time, it was determined that the worst-case
delay for each type of site must be considered most meaningful from

an operational viewpoint. As a result, the worst-case remote site
delay for each parameter is reflected in all of the three figures.

(Not to be confused with the worst-case delay achieved by using the
maximum other than the EVerage cycle sync delay.) Note that the worst-
case site delay is generally associated with the high-speed sites as a
consequence of lesser remote site-to-MCCH sampling rates; exceptions
occur when sampling rates are high enough that cycle sync delay dif-
ferences are outweighed by the greater mechanization delay associated

with Cape Kennedy data.

The technique of presenting total delays on a per vehicle
sampling rate basis rather than presenting a distribution of delays
over all parameters independent of their vehicle rates has been
selected on the following basis: the wvehicle sampling period is a
reflection of a decision (perhaps not explicit) concerning the
criticality of each parameter from a time delay point of view. A
lower 1limit is placed on the average time delay for a parameter once
a vehicle sampling rate is established (and again when the remote-
site-to-MCCH rate is specified). A comparison of the total delay
with the vehicle sample period, therefore, is considered useful from
an operational viewpoint. Thé parameter totals and subtotals for each
type of display device have been provided toc permit any operational
value judgmenits generated by NASA to "weight" the various bars on a

quantitative basis.
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" Relative to the applicability of the GEMINI VIII data imn
Figures 2-2 through 2-4 to GEMINI missions in general, it might be
commented that only the cycle sync portion of the total delay may be
considered as a mission variable. This is determined by the -combin-
ations of vehicle and remote site-to-MCGH (known as G/G or ground-to-
ground rate from this point on) sampling rates selected. In practice,
however, these combinations are relatively constant for all missions.
In addition, the number of parameters associated with each time delay
and, in turn, with each vehicle and G/G sample rate combination is
also a mission variable. In this case, the variation is real, but
would not be expected to be of such g magnitude to significantly alter

the relative weighing of different fime delay results.
1 A .

The above discussion is inseﬂﬁitiv% 1o the distincltion be-
tween computer-driven and directlyfdriven'displays. GConsidering this
distinction and recognizing the validity of expressing ranges of total
delays rather than somewhat artificial aorbSS-the—board averages,
pertinent figures may be compiled as follows:

For GEMINI:

Range of delays for directly
driven displays © - 0.116-2.49/ seconds

Range of delays for computer-
driven displays N 1.958-4.213 seconds

For AGENA:

Range of delays for directly
driven displays 0.135-1.556 seconds

Range of delays for compuyter- v
driven displays ' 1.954-3.375 seconds
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Note that for values at the extreme upper end of each of
these ranges, the cycle sync component constitutes between approxi-
mately 74 and 97 percent of the total time delay, an indication of
the relatively large cycle sync components at the lower range of
sampling rates. The relationship between sampling rates and total
delays may be crudely assessed by viewing the general pattern of re-
duction in total delays as the vehicle sample rate increases. Excep-
tions to this pattern exist because an increase in the vehicle sampling

rate may or may not be associated with an increase in the G/G rate.

Because the objective of describing the time delays associ-
ated with TLM display data is considered to be satisfied primarily by
Figures 2-2 through 2-4, quantitative manipulation or summarization of
date other than presented above is not included in this report; other
interpretations of the results in support of specific interests should

be easily derivable once the data is understood.

2. How well does the trend data displayed (on chart

recorders) represent actual parameter history?

Figure 2-5 consists of a straightforward tabulation of the
number of parameters "updated" on chart recorder displays at each of
several rates. Parameter quantities again permit "weighting" of the
operational significance of the data presented. It is interesting to
note that chart recorder data, rather than being associated primarily
with high sample rate data, involves a wide range of sample rates with

the greatest number of parameters updated at low sample rates.

The more detailed supporting information provided in Figure
2-5 under the heading, "For Each CR Sample Rate" is of secondary
importance, this data is not regquired to support the primary objective
of this chart. Such data is provided, however, to indicate types of
guestions related to telemetry data handling which might be of legiti-

mate interest in a more comprehensive analysis. By cobserving the
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different vehicle rates associated with the same chart recorder sample
rate, for instance, the question is raised of the need for these
various combinations (five different AGENA vehicle rates result in the
same chart recorder sample rate of 1 SPS) in cases where the different
" vehiald rates may nol be interpreted as clearly associated with dif-
ferent time delay requirements (the only valid operational reason for
requiring different vehicle rates). As another example, a comparison
of the CR (chart recorder) sample rates associated with receipt from
a high-speed site with the rates for the same parameters when being
received from Cape Kennedy indicates that only seven of fifty-eight
non-blomedical parameters are '"updated! on a chart recorder display
at the same rate regardless of the site source: why require a higher
sampling rate from Cape Kennedy? It is recognized that the answers to
such questions may lie in a full understanding (not possessed by this
author) of the G/G format design constraints, the nature of the on-
board commutation hardware, etc. The existence of such potentially
useful areas of investigation is considered, however, to be worthy of

note as a byproduct of this analysis.

3. What are the comparative time delays associated with

directly driven vs. computer-driven displays?

Addressing this question involves only a straightforward
comparison of Figure 2-24 with 2-2B or Figure 2-3 with 2-4 depending
upon the vehicle of interest. It must be cautioned, however, that
specific quantitative comparisons are meaningful only when involving
delays for directly driven and computer-driven displays which include
the same external cycle sync delay component. This component, a

direct function of the combination of vehicle and G/G sample rates,

must be maintained constant for both "sides" of each individual com-
parison to produce a result which includes only those time delay dif-
ferences uniquely associated with the difference between the computer-
driven and directly driven display processing stages internal to the
MCCH.
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The process of determining those total delays permitting
legltlmate comparlson by virtue of identical external cycle sync com-
ponents is, of course, not required if interest is only in the absolute
value of the differential. This is a constant of 1.819 seconds which
is simply the difference between the total MCCH time delay component
(1.821 seconds) for computer driven displays and the total MCCH time
delay component for directly driven displays (0.002 seconds). For a
few representative combinations of vehicle and G/G data sampling rates,
expressing this differential as a percentage of the total time delay

for computer driven displays gives the following results:

For GEMINT
Vehicle SPS G/G SPS Percent of Total Delay
0.42 0.42 42
1.2 1.2 52
10 1.2 78
10 10 90
For AGENA
Vehicle SPS G/G SPS Percent of Total Delay
1 0.5 54
2 1.0 69
16 0.5 63
32 1.0 76
48 48.0 93
96 2.0 86

-

The vehicle and G/G sampling rate combination of 0.42/0.42 SPS
for GEMINI results in the maximum value for cycle sync time delays ex-
ternal to the MCCH. This case, therefor, minimizes the percentage dif-
ferential of time delays along the two display paths of interest. The
minimum differential is 42% of the total computer driven time delay for

the data sample rates currently used in GEMINI missions.
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4o To what extend does the MCCH contribute to the total

vehicle-to-display time delays in the cases of both direqtly driven

and computer-driven displays?

Figlites 2-2 through 2-5 must again be consulted. In this
case, however, the pertinent feature of these figures is the indication.
of the time delay components attributable to the MCCH. In the case of
directly driven displays, the answer to the question of interest is as
stated on the figures themselves: the MCCH component of the total.de-
lays is essentially negligible. Such a result is as would be expected
based on an understanding of the MCCH data handling devices involved in

processing TLM data for directly driven display use.

The case of the MCCH contribution to total delays for computer-
driven displays is far different, but again 1s what would be expected as
a function of the MCCH data handling stages involved. Figures 2-2B and
2~/ illustrate graphically that the total MCCH delay component in this
case comprises a lower limit of 1.821 seconds (noted above in a differ-
ent context). Without belaboring the manipulation df numbers involved,

two significant cases may be ldentified as follows:

The MCCH component of total delays related to computer-driven

displays constitutes -

For GEMINI, a minimum of 42.2% of the total delay
For AGENA, a minimum of 54.0% of the total delay

(minimum percentage = percentage of greatest
total delay indicated)
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Note that Figure 2-2B and 2-4 indicate the 1.0 second cycle
sync component of the total MCCH delay as well as the MCCH total itself.
I1f one were to conclude that a reduction of the total MCCH delay was
required to satisfy operational requirements, this further breakdown
of the total delay would be of interest to indicate the potentially
most fruitful areas for achieving réduction. In this case, the MD and
CS delay components are nearly equal and a further breakdown‘is required

as follows based on Figure 2-1.

Mechanization ;

MCCH Stage Delay Cycle Sync Delay Total Stage Delay
Buffer/Formatter 0.002 sec. 0.500 sec. 0.502 sec.
Comm. Processor 0. 600 - 0.600
RTCC 0.200 0.500 0.700
Display Hardware 0.018 cs = 0.018

MD Subtotal 0.820 Subtotal 1.000 TOTAL 1.820%

*
Unequal to 1.8%1 due only to rounding prior to totaling in this case.

Implications of this breakdown are that particular areas might be consid-
ered first in achieving the delay reduction goal hypothesized above:
Communication Processor, Mechanization Delays, B/F and RICC cycle sync
delays. This discussion, because of the hypothetical nature of the goal
assumed and the inapplicability of the numbers shown to CCATS and the
360/75 environment, is illustrative only of the importanse of under-
standing the breakdown of a total time delay in terms of the relative

significance of its components.

5. What is the effect on vehicle—to-display‘time delays of

increasing the vehicle-to-remote site and remote site-to-MCCH sampling

rates?

The gualitative answer to this question is known based on the

previous discussion of cycle sync delays; total delays decrease as
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sampling rates increase. Because time delay reductions are desirable
from an operational viewpoint, one might dismiss-any further consid-
eration of the question with the statement that sampling rates should
always be maximized. Such a statement, however, ignores the costs in
terms of MCCH system processing capacity incurred by handling TLM data
at successively higher sampling rates. Because the trade-offs between
processing costs and time delay reductions must be determined in sup-
port of sound design decisions, this study addressed that portion of
such a trade-off analysis concerned with time delays. The intent is
primarily to investigate and illustrate an appropriate analytic tech-

nique.

The effect on time delay reductions has been examined by ex-
pressing the cycle sync delays incurred external to the MCCH (these
components may be equated to the consequence of selecting vehicle-to-
remote site and G/G sample rate combinations) as a percentage of all
other time delay components. The results, then, quantify the extent
to which sampling rates contribute to total data delays. Figures 2-6
and 2-7 present these results. Results for parameters appearing only
on directly driven displays are not included; external cycle sync de-
lays for such cases will always appear significant when compared to
other delay components, as a consequence of the small MCCH mechaniza-
tion delays. In addition, parameters which appear on computer-driven
displays but.also on chart recorder displays are not reflected in the
results; in these cases the display update rate (equal to G/G sample
rate) as well as total time delays must be considered to assess oper-
ational significance. Specifically, results show a range of 1.33% to
122.7% describes the contribution of external cYcle sync delays to
total time delays.

Although no quantitative criterion is known to this author

for determining operational significance, a criterion may be assumed
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for describing the application of results such as those presehnted.
Assume for discussion that any contribution of less than 10% is con-
sidered insignificant. Applying this criterion to Figures R-6 and 2-7
leads to the observation that a total of four GEMINI parameters and
three AGENA parameters are handled at sample rate combinations which
contribute an insignifican} delay component to the total delay for
these parameters. In these cases, consideration should be given to
handling these parameters at lower sample rate combihati@ns:as long

as the clip-level of 10% is not exceeded, This type of application

of the techniques described involwes a parameter-by-parameter study

of previously specified sample rates.

A more important application is the formlation of & design
ground rule for the specification of sampling rate éombinations. This
may be accomplished by calculating some percentage (e.g. 10%) of the
value of the sum of all delays other than sampling rate delays assuming
the worst-case version of these (10% of 1.875 for the resulte presented).
The result of this calculation - 0.188 secends - may be used ag follows:
no parameters shall be sampled at down-link or G/G combimations which
result in an external cycle sync delay of less than 0.188 geconds un-
less for reasons other than support of operational time delay frequire=
ments. In summary, this technique allows one to relate the effect of

sampling rate time delays to'dther desigﬁ»considerations.

Conclusions and Recommendations

Conclusions stated below do not include those requiring operational
value judgments of the adequacy of time delays or sample rates associ=
ated with TLM displays. It is intended that the presentation and dis-
cussion of results will support aniy such judgmerits to be madé by NASA
personnel. Certain of the conclusions stated actually consist of 4

summary of significant results. Conclusions are as follows:
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- Total average time delays for all directly driven
display data fall within a range of 0.1: t0.-.R.5.

seconds.

- Tdtal average time delays for all computer-driven
display data fall within a range of 2.0, . to 4.2".

seconds.

- Delay components resulting from vehicle and remote
site-to-MCCH sampling rate specifications gener-
ally constitute a significant portion of the total

vehicle-to-display time delay.

- A significant reduction in total time delay to a
display is achiewed by employing directly driven
displays (via ground station) rather than computer-
driven displays (via RTCC): absolute reduction (avg.)
of 1.8 seconds. Minimum percentage reduction of

4R%., .

- The MCCH component of the total time delays in the
case of directly driven displays is essentially

negligible.

- The MCCH component of the total time delays in the
case of computer-driven displays is significant:
- absolute value of 1.8.seconds (avg:)-.

- minimum of .42%. of total delay

-~ The analytic techniques employed to satisfy the specific
objectives identified for this analysis are generally
applicable to addressing the same issues for different

system configurations.
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- The analytic technique employed herein may be viewed as
appropriate to address a variety of issues different

than but related to those specifically addressed.

Although several of the quantitative conclusions stated above are
certainly not surprising, their quantification is intended to support
the establishment of a baseline of MCCH performance. Assuming this
baseline to be sufficient as related to the existing TLM subsystem
while recognizing areas not specifically addressed, it appears reason-
able to consider the usefulness of such an analysis or version thereof
for expected CCATS performance. Because this author's knowledge of
CCATS is insufficient to permit a detailed assessment of which ques-

tions are of interest, only a general recommendation is made as follows:

It is recommended that CCATS issues of significant interest
which may be addressed using the techniques employed herein
be identified and evaluated for possible pursuit as an ex-

tension of this analysis.

COMMUNICATIONS PROCESSOR LOADING ANALYSIS

The term "loading" as used herein refers to the usage of computing
capacity and is expressed as the percehﬁage of time (during the interval
selected for collecting analysis results) occupied with the performance
of data handling functions. The term "communications processor" is used
in a general sense to include both the combination of Univac 490 hardware
with the present GEMINTI software package and the yet to be realized CCATS
combination of Univac 494 hardware with a new Apollo-oriented software
package. These two hardware/software combinations are distinguished as
required within this report by specifically referrihg to either the ex-

isting system or CCATS.

Specific Objectives

The objectives of this portion of the analysis reflect two important
constraints. Because no technique for assessing communications processor

loading had been implemented within the existing system, this analysis by

47



necessity included assisting in the development of such a technique.
Cbjectives stated below reflect the fact that this effort is not yet

considered complete. Because the CCATS configuration is not yet in a

state permitting empirical analysis, objectives related to the quanti-

fication of CCATS loading are severely limited.

Specific Objectives are as follows:

1

Achieve two specific loading measurements assoclated
with the support of a peak operational GEMINI traffic

situation -

For the Univac 490 as a basic system capacity
figure quantifying loading on the existing sys-

tem in response to a peak load.

For the Univac 494 as an indication of the per-
centage of CCATS 494 capacity required to support
the GEMINI portion of a CCATS simultaneous mission
configuration involving GEMINI as one of the two

missions.

For the loading measurement technique employed (described

below), assess its ability to provide meaningful results

in terms of an overall figure for system loading. ("overall™

as opposed to a breakdown which indicates which portion of
the overall loading is associated with which software

functions.)

Investigate the usefulness of this same measurement tech-
nique to achieve a useful picture of the relationship be-
tween overall system loading and the various functional
components of this loading. (This "picture" constitutes
a particular form of loading breakdown as is discussed in

subsequent paragraphs.)

42



4. Derive a numerical ratio which expresses the approximate
degree of computing capacity increase associated with
making the transition from a 490 to a 494 processor. Al-
though this objective is considered secondary, such a
ratio is hopefully useful in support of a more quantita- .
tive understanding of the actual advantages associated

with the 494 augmentation.

Objectives "1" and "2Q" are obviously closely interrelated, the same
technique used to achieve measurements is simultaneocusly being assessed
for validity. Analysis results, relative to those two objectives, are,

therefore, discussed together.

To provide a better understanding of why one would be interested in
obtaining overall system loading figures and some form of a breakdown
thereof, it is useful to consider the questions which such figures might

answer. There are two basic questions of interest:

From an interest in the present operating margin, "What

portion of the total capacity am I presently using?"

From an interest in the impact on the present operating
margin of new demands on the system, "What portion of the
total capacity will I be using once these new demands

have been accommodated?"

The first question is an important one which may be answered using any
technique which provides a measure of overall loading; thus the associ-
ated objective above. The second question, on the other hand, may be
answered only if the ability exists to predict the incremental impact

on the overall loading of any new demand stated in terms of more data
(in a general sense) or new functions. In other words, the second ques-
tion requires the ability to view loading for each type of data or
function despite the fact that the end result is stated in overall

loading terms. -
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A basic premise concerning the particular.operational traffic situation .

for which answers to the above questions.should be derived is as follows:

the highest conceivable level of opergtional traffic is the situation of

most interest because the system must be. designed.at least to handle this

situation. Note that this situation is not synonymous with a theoretical

peaek defined as the simultaneous receipt of input data from.all possible. .. ..
data sources at their maximum data rates; such a.peak is.not. of practical

interest from an overall loading viewpoint.

Presentation and Discussion of Resulbs
1. Data Collection .

A simple addition to the present communications processing .soft-

ware package provided the basic tool for collection of appropriate
empirical or usage data. Once the nature of the NASA and MITRE interests
in data collection were specifically defined, this addition was designed
and implemented expeditiously by Univac personnel. Technically, the nature
of this change may be briefly explained as follows:

That portion of the communications processing software system which
schedules other portions of the software system to operate in response to
input data is known as "Switcher." Switcher may be viewed as a scanner
which starts at the top or high priority end of a register containing indi-
cators of tasks to be performed and proceeds toward the low priority end.

If no tahks require scheduling, Switcher exits from the low priority end

of the "job register" and immediately sgtarts again gt the top. If there

are tasks to be performed, Switcher stops scanning, schedules the appropriate
portion of the software package to operate and waits until the task has

been completed. Once a task has been completed, Switcher again begins its

cyclic scanning sequence starting at the top of the "job register.”

‘The data collection tool added to the software tekes advantage.of the
Switcher characteristics described above. Specifically, the program addi-. . ..

tion permits the recording on magnetic tape of the number of times (within. .

one of several selectable intervals) the Switcher program exits from the
low priority end of the "job register." Each recorded count is accompanied .
by an appropriate time tag and because each cycle of Switcher requires. a .
fixed and predictable amount of time, permits a direct calculation of the

amount of time within the recording interval that no processing tasks were
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required. This then is the percentage of computing capacity not used and

may be easily converted to a loading figure.

The program change described above is considered generally suitable
for long-term use. Certain details of the present implementation, however,
would require minor modification to simplify the mechanics of data reduc-

tion in support of extensive and continuing future use.

Using the Switcher cycle count technique described, usage data . was ..
collected for each of thirteen different pre-defined measurement configura-
tions distinguished from one another by the specific complement of data
inputs involved. One of the thirteen configurations consisted of all those
inputs required to support loading measurements for peak operational traffic
conditions. All other loads were designed to support investigation of the
applicability of the Switcher cycle count technique to support a determina-
tion of various loading components as per objective "3", To the extent
required to permit an understanding of the results reported, measurement

configurations are defined below,
Other significant conditions relative to data collection are:

. Measurements for all configurations were taken while rumnning both
the 490 and 494 in parallel using the dynamic standby concept operationally
employed in the MCCH, (The program change, of course, was added to both the
490 and 494 versions of the software system tape.) This permitted the

convenient collection of comparative data on both machines.

. Data was recorded for all configurations using a 1 second interval;

i.e., the count of Switcher cycles was recorded and then reset once per

second.

. The total time periods over which data was recorded for each con-
figuration were either 1, 2, or approximately 5 minutes depending upon the
particular configuration. Total periods of data collection were defined
specifically for each configuration as adequate to permit any repetitive
patterns to be observed or random peaks to be experienced. More detailed

test information is presented in Appendix B.

A final comment is appropriate regarding the means of converting the
count information recorded to loading measurements. Switcher count data
was recorded for a 2 minute period with no data being input to the proces-
sors (a fourteenth configuration). This particular count data, then, was
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used to calibrate all other measurements by considering the maximum number
of cycles within any given second during the '"no data" period to correspond
to a zero percent loading situation. This data indicated that, with no -
tasks to be scheduled, the following number of Switcher cycles occur per
second: 46,400 for the 494; 5,973 for the 490,

2., Peak Loading Results and Implications

In agreement with NASA personnel and in accordance with defini- .
tions previously derived in suppor®t of the series of Bellcomm theoretical .
studies, the peak operational traffic situation was based on a GEMINI launch
coincident with an AGENA fiyby at Cape Kennedy. As a result, the input
traffic assbeiated with this configuration involved all of the following
sources: all DCU-R units devoted to the reception of GE/B and IP data
from Cape Kennedy and of Bermuds radar data, the Buffer/Formatter, a selected
number of teletype devices, an MDCS unit (simultaneous. command transmission
assuméd), and the RTCC {TIM Rebroadcasts and command loads). A specific
description of this configuration is contained in Appendix B. Data was
taken at 1 second intervals for approximately 5 minutes. Averaging the data
recorded during this 5 minu%e period and converﬁing to a percentage of

computing capacity used figure, the following results were obtalned:

For 490, operating at 68.0% during the

peak traffic situation

For 494, operating at 13.3% during the

same peak traffic situation

Appendix B may be consulted for a description of the data averaging technique

employed and any assumptions made in achieving these results.

The 490 result of 68% is particularly interesting viewed as an. indi-
cation of the ability of this machine to accomplish the CCATS task.
Althoygh any detailed statements regarding the influence of new CCATS soft-
ware functions, network changes, etc., cen not be made at this point, it
appears reasonable to make the assumption that support of a single Apollo
mission will require at least as much computing capacity as a single
GEMINI mission, Making this assumption leads to doubling of the 68.0% re-
sult to predict CCATS loading for two simultaneous missions. Noting that

a peak demand for greater than 100% of computing capacity will be met by
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using 100% of capacity until the machine can "catch up" leads to the con-
clusion that, as the minimum operational cost, abnormal delays will be
incurred. Noting further that such a demand could conceivably continue for
the duration of at least a single over-station pass period, data loss be-
comes a serious concern although not a surety. This is at least an
undesirable if not a totally unaccéptable condition. Limitations of the

490 for Apollo/CCATS are confirmed. -

The 494 result of 13.3% does not on the .surface represent the number
required to satisfy the objective stated above. To truly reflect the per-
centage of 494 capacity required to support & GEMINI mission within a
CCATS configuration, consideration must be given to network changes and
software Executive-System changes applicable to GEMINI during the CCATS
time period but not capable of being measured at this time. Discussions
with Univac personnel, however, indicate that no significant loading changes
(perhaps even a decrease) should be associated with these factors. As a
result, 13.3% is herein considered valid for the GEMINI component of total
CCATS loading.

Assessment of Switcher Cycle Count Technigue

Such an assessment was indicated previously as closely associated
with the results of peak loading measurements. Although there exist no
rigorous means of assessing the validity of the measurements taken and thus
of the measuring technique itself, the general characteristics of the
recorded loading data for both the 490 and 494 when viewed with a knowledge

of input traffic characteristics may be interpreted as reason for confidence.

First of all, fluctuations in the number of Switcher cycle counts re-
corded for each 1 second interval exhibited no regular pattern. This would
be expected on the basis that, although the same input data sources were
maintained throughout the measurement period, processing demands within any
given second is a random variable when dealing with non-synchronized data
sources; i.e., the degree of "demand coincidence" viewed on a 1 second
time scale is random. In addition, the magnitude of such fluctuations
about the average loading appeared consistent with the expected degree of
"demand coincidence;" i.e., variations were significant frrom a percentage
viewpoint but did not exhibit erratic spiking (an exception is discussed
subsequently). Calculation of the highest and lowest loading levels recorded
for any single second (again ignoring the exception discussed below) yields

the following:
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'Maéhiﬁe Highest Pﬁfht LowestAPdinf ” Average.
490 79.1 66.3 68.0
494 17.3 6.7 13.3

In summary, empirical results appear to support the "paper validity"

of the techniques.

An exception to the general pattern of results discussed above should
be noted. Although this exception does not invalidate any of the statements
made above, it does i1llustrate the importance of peak loading duration as
well as peak loading level to meaningful interpretation of loading data.
Figure 2-8 provides an example of load "spiking" as measured on the 494
during the peak traffic situation. Note particularly the load percentages
range bounded by the lowest and highest values measured for all data outside
of the "spike" under consideration. Data points associated with the "spike"
exist for only 3 seconds at levels not bounded by this normal range. Spikes
of such duration must be considered as insignificant operationally; their
only impact is a negligible delay of low priority data. The implication is
clear; the duration of loading at a particular level must be considered be-

fore the significance of that measured level may be understood.

3. Application of Switcher Cycle Count Technigue to Achieve An

Understanding of loading Components
Previous results indicated that the subject technique will achieve

valid measures of total loading in response to any particular traffic situa-
tion. This portion of the analysis is concerned with the use of the game
technique to view overall loading in terms of various loading components.
The goal as defined earlier is development of a predictive capability

relative to overall system loading in a peak operational traffic situation.

Before investigating the usefulness of a particular technique, the
general form that such a predictive capability would take must be defined.
The approach would be to develop a famlily of loading curves, each member
describing the percentage of computing capacity used to process a particular
type of input data as a function of the "volume" of that data. More speci-
fically, based on the fact that any chain of processing events constituting
loading may ultimately be traced to an interrupt occurrence indicating the
presence of input data, each curve would describe loading as a function of

the number of interrupts per second. A geparate curve would be required to
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describe loading for every chain of software evenis which is definable ag

unique in terms of the type of interrupt causing its initiation and of the
combination of programs involved in that.chain. Such a distinct chain
generally exists for each type of data input to the system except in those
cases where different data types from an operational point of view are pro-
cessed indistinguishably by the system of interest. (For instance, all.....
Buffer/Formatter and DCU-R data inputs to the present system may be viewed
as initiating the same software chain.) A further breakdown within the
resulting family of curves may be required to reflect the sensitivity of
loading measurements, 1f such sensitivity proves significant, to detailed
data characteristics such as message length and the distribution of the same
total interrupt rate between physically distinct input lines. In summary,
a family of curves aescribing loading as a function of interrupt rate may..
be defined but only with careful consideration of the specific curves re-

quired.

Each loading curve would be "drawn" by collecting empirical data over
a wide enough raenge of interrupt rates to permit meaningful extrapolation
to non-empirical data points for predictive purposes. A baseline point
would be established on each curve corresponding to the interrupt rate...
assoclated with a pesk operational traffic situation. The sum of the load~
ing levels associated with all such baseline points would, with the
incorporation of any form factor required to reflect the whole as unequal

to the sum of its parts (discussed in more detail below), represent over—

all system loading for the peask operational traffic situation. To use the
family of curves as a predictive tool in estimating the impact on overall
loading of a newly defined (or potential) requirement, it would be required .
only to convert this requirement to an increased interrupt rate, move to

the appropriate loading point on the appropriate curve, sum again with un-
affected components at their baseline level, and apply the necessary form

factor to achieve the desired result.

Note that to prevent the compounding of any inaccuracies associated . . ..
with non-empirical data points, prediction and measurement must be used in..
an iterative cycle. Once a previously predicted requirement has been
implemented, empirical data may be teken to specifically establish a new
baseline point on the appropriate curve. Achievement of new baseline points

in this iterative manner limits predictive inaccuracies to those associated
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with only a single "jump" on a loading curve. This feature, of course,

implies continuing use of any loading measurement technique.

Although limited availability of both MCCH facilities and analysis
time precluded a complete investigation of the applicability of the Switcher
cycle count technique to the predictive approach described, preliminary
regults in the three areas described below are considered indicative.
Appendix B should be consulted for any description of measurement configura-
tion details or data reduction details not included in the following

paragraphs.

Congtruction of Sample Loading Cqmponent Curve

Because individual loading curves are integral to the predictive
approach described, it was considered important to generate a sample of
such curves. In addition to investigating the technique itself, it vwas
desired to confirm at the same time that resuiting loading curves lend
themselves to extrapblation; i.e., their behavior is not erratic (this cer-
tainly would not be expected). Figure 2-9 presents the results of exposing
both the 490 and the 494 processors to a series of loads involving succes-
sively higher interrupt rates as indicated by the empirical data points.
Each data point was associated with a specifically defined combination of
Buffer/Formatter and/or DCU-R (GELB, IP, BDA) inputs. These data spurces
(static data employed) were selected for the example because they 1)
initiate the same software chain and 2) are characterized by a fixed num- -
ber of interrupts per second. Implicit in this curve is the assumption
that loading for the software chain of interest is not sensitive to message
length or to interrupt distribution between input lines; different inter-
rupt distributions and message lengths were required to permit measurement .

over the relatively wide range of interrupt rates.

Viewing this curve in itself makes the general approach described above
look very promising. As might be expected, results at the lower end of the
interrupt range indicate a certain amount of loading overhead which is not
a function of interrupt rate. Also as expected, the curve becomes essen-

tially linear beyond a certain point, 4 interrupts/second in this case.

Sensitivity to Variations in Detailed Data Characteristics

The possible existence of such sensitivities being significant was
noted previously with the possible impact being expansion of the size of

the family of loading curves to a number greater than the number of distinct
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software chains. This issue was addressed by collecting data for more than
one configuration at each of two interrupt rates. In particular, different
combinations of Buffer/Formatter and DCU-R data were employed.at both 2 and
4 interrupts/second. (Loading values in Figure 2-9 at these two rates -
represent averages of the different loading values obtained.) Three
different configurations characterized by 4 interrupts/second and two differ-
ent configurations characterized by 2 interrupts/second were investigated, .
different configurations at the same rate distinguished only.by message
length, interrupt distribution by line, or interrupt. distribution within

a one second time period. See Appendix B for specific configurations and

the associated results.

Unfortunately, all that can be said at thig time is that the results
were inconclusive: they failed to evidence any regular, predictable
patterns for the sensitivities of Interest. CGConsidering only selected
measurements, apparent consistencies in termsg, for example, of increase
loading with message length may be found. The number of samples, however,
is considered insufficient to support conclusive results. More importantly,
however, basic inconsistencies may be found as well. In resgponse to the
same two confilgurations, the 490 and 494 behaved conversely in one case.
Another case indicated an inverse relationship between loading®and inter-

*

rupt rate, etc.

As stated,these results must be considered inconclusive. Certainly
the presence of basic inconsistencies mitigates any optimism about the
predictive approach under discussion. It should be. emphasized, however,
that possible explanations for these exist which do not defy the usefulness
of the approach or measurement technique. For instance, apparent incon-
sistencies may exist only because the assoclated sensitivities are not well
enough understood. Perhaps these inconsistencies exist because the distinc-
tions between configurations and their associate interrupt rates were not
marked enough to overshadow the random error characteristics of the measure-.
ment technique itself. This latter statement of course challenges the meritf
of any results achieved, but further analysis of the inaccuracies involved
and their accumulative effect on an overall loading prediction may indis
cate that these are acceptable for the purposes envisgioned. In this regard,
it might be necessary to worst case all curves based on an understanding
of the errors involved and accept the eventual result as providing a
safety margin.
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Derivation of s Whole vs. the Sum of the Parts Form Factor

Results in this area must be considered particularly critical. . Be=
cause any individual loading curves must. be. generated.in an environment
in which no other traffic exists when using. the Switcher count technique,
results using this technique do not directly reflect. the impact on over-
all loading of the fact that, when viewed on. a.fine time .scale, traffiec..
from a particular source is received and processed randomly in time rela-.
tive to traffic from other sources. ZEssentially this impact may. be.
understood by viewing the loading assoclated with different portions of
the total traffic to be additive only to the extent that the durations of
these loading components overlap. In other words, overall loading experi~
ences an averaging effect due to the less than 100% overlapkof various
loading demands on the system. As a result, the sum of all loading com~-
ponents derived using the count technique would be expected to be greater
than the overall loading measﬁred with all traffic being input during the
same measurement interval. This implies the need for a form factor which
permits reliable calculation of expected overall loading from the sum of
all loading components as individually measured. Otherwise prediction may

not be achieved.

Use of the form factor discussed would occur after curve summation has
been achieved with any predicted increases in loading included on a curve-
by-curve basis. At this point, the summation would be multiplied by the
form factor to achieve the expected overall loading. For purposes of this
report, data was collected to permit calculation of this form factor as
X = Sum of Loadings Measure for Each of All Overall Load Components/Over-
all Loading Measured. Appendix B may be consulted for the particular

configuration employed to calculate X.

X was calculated for three separate cases in which the configurations

permitted regarding one traffic configuration as the composite of more than

one other configuration. lLoading component measurements were taken. for all . .. . .

traffic included in the peak configuration considered as the.compasite of. .

four separate configurations. This case was.considered most meaningful be-.. . ..

cause the degree of "loading overlap" reflected should be repregentative

for the variety of data types and rates generally associated with a peak ... .. .

traffic situation (the only situation considered herein to be of predictive

significance). Results obtained areras follows:
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For 490, X = 0,62

P

For 494, X = 0,48> \Hi;_J

Note that the lesser value of X for the 494 would be expected; faster

machine = shorter duration of various loading components = lesser.overlap.
Regarding the validity of these particular numbers, haowever, again one. ...
must conclude that more data samples are required.to permit such._an.assess-. .
ment. The fact that the other calculations made resulted in different -
values for X (see Appendix B) was predictable; the exact quantitativé ...

nature of the variations can not be commented upon without more data.

Use of the form factor X in support of continuing analysis would. in-
volve an iterative cycle of prediction and empiricsl measurement. 1like the .
one discussed previously. In this case, .the X empifically derived. for the. .
existing configuration would constitute a baseline value and would be used.
to achieve a predicted value for overall loading. A new empirically de-
rived X would be calculated following implementation of any rnew requirements.
It is recognized that this report presents only very pre%iminary results
in this area; considerably more analytical effort will be required if further

development of the technique consideied warranted.

Inaccuracies Involved in Technique and Resulting Predictions

Because a detailed investigation of the inaccuracies invelved in the
above results or in any future results has not been included within this .. ..

analysis, comments can be made herein only about the naxure.andwimpnrtaHCE_w..

of such an investigation. First of all, the inaccuracies inherent to.the . ... ...

Switcher count technique itself must be considered by detailed theoretical. ..
considerations of the nature of the Switcher job scheduling operation.. ... ..
Secondly, the inaccuracies of a single loading curve must be considered, . ..
not only in terms of the measurement technique, but also in ternms. of .any..
sensitivities not reflected in a separate curve. Such econgsiderations will. ..

require collection of more extensive data related to loading sensitivity as =

discussed previously. Thirdly, the inaccuracies. accompanyihg predictions. .. .. .. .

using this approach must be considered in terms of inaccuracies associated ... . ... ...

with determining X. The point of identifying the various types of inaccuras. .= ..

cies is not to downgrade the usefulness of the approach, but. to emphasize ... ... . ...

the importance of understanding these before interpreting any.results.

obtained.
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Alternative Technigues

Certainly a variety of other technigues exist to achieve the .results
analogous to those obtained using the Switcher cycle count method. These
may be discussed in two groups: theoretical. techniques .and simultaneous..
recording of loading components as well as averall loading measuremenfis.. ......
The first is not considered truly comparative; .theoretical techniques .cer= . ..
tainly have merit when empirical technigues are not feasible.or practical,.

but their merit must be considered lesser if empirical techniques are.

available. Simultaneous recording, on the other hand, is.an empirieal .. .. ... .

technique whose merits may be directly compared with those of the Switcher.
count method. This general approach as defined herein includes all forms. .
of on-line recording which collect detailed data. describing when and..for. ..
how long various portions of the software package operate. (As in the case .
of RTCC recording of its own processing statistics, this. approach often. .. ..
involves collection of performance data in addition to that required solely

for achieving a breakdown of overall loading.)

Considering utilization of the simultaneous recording method as a .
predictive tool in the sense of the approach.described previously, the ...

same problems related to loading sensitivity exist. An important potential .

advantage, however, is the ability to collect data for. individual lecading.... . .

curves while other traffic is being input to the processor. Result:. ... ...
measurements obtained reflect X directly. The importance. of this advantage ..
must be determined only with an understanding of the difficulty.of.. ... .

reliably defining X using the Switcher count technique. This advantage .then.

must be weighed against the costs and complexities of. incarporating &.. ... .. .

simultaneous recording capability in the software package of .interegt, CCATS

in this case,

Without reaching a final conclusion it may be stated that a predictive . .

tool appears to have significant merit in the NASA environment of changing. . .

and increasing requirements. Steps to provide such a tool should include.. ... ... ...

congideration of the trade-offs between the two types of empirical tech-. ...
niques discussed, resulting in a decision to implement one or.a. combination,

of these techniques.
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4. Regults Relative to a

Results in this area are straightforward.. They have been cal=..
culated as the ratio of 490 computing capacilby. required. for a.particilar.
configuration to the 494 capacity required for the same..configuratioNi....... .
Calculating this ratio for all configutrations employed and.averaging;.the .. ..
following result is obtained: 4.53. Such a ratic is influenced by the ...
nature of the particular configuration in terms of the mix of wvarious... ...
instruction types and the utilization of certain memory accessing features. .
unique to the 494. Because the peak traffic situation should.be more res.

presentative of these factors as applicable to communications processing.

functions, one might considéer the ratio for the. pesk Jload situation. alone ... . . ..

to be more significant. This was 5.1.

In any eveht, a factor of approximately 5 appears to. describe.the. ...
increased execution speeds assoclated with thé transition from the 490.to. .. .
the 494. Note that this figure corresponds very closely to the "advertised"

improvement ratio.

Conclusions and Recommendations

The most significant conclusions are tabulated below in a summary . ...
form. Certain of these actually consist of a summarization of analysis

results.

Use of the Univac 490 hardware in a CCATS configuration.

would incur processing delays of abnormal. duration and . the. .. . ... .. _

possibility of data loss in the case .of peak traffic for
two simultanecus missions.

Basis: Approximately 68% of 490 computing capacity is
required to support peak operational traffic for a.single.
GEMINI mission.

Use of the Univac 494 hardware in a CCATS configuration
would appear to provide a significant operating margin in
terms of unrequired computing capacity.

Basis: Approximately 13.3% of 494 computing capacity is . . .
required to support peak traffic for a single GEMINI migsion.

The Switcher cycle count technigue employed for this
analysis will provide meaningful measurement, of overall
system loading to answer the quegtion "what portion of my

total capacity am I presently using?"
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Use of the Switcher cycle count.technigque. and the family
of loading curves approach to .provide.approximate.predictions
in response to the question "what portion of. my .total.capacity
will T be using once these new regulrements. have been. accom=
modated?" appears promising. Before. any technique or ........
_approach is implemented to provide. a. predictiwve. capability,..
however, the Switcher cycle count. technigue must.be.further .7
investigated in areas delineated above.and.the other.alterna-
. tives mentioned should be evaluated.in.a . comparative..........

fashion. Combinations of. techniques.shauld. be. considered..

For a communications processing.application, .a.factor. .
of approximately 5 describes the. speed.of execulbion... .. ...
advantages associated with Univac. 494 vs. Univac 490 . . .

processing hardware.

Two related recommendations are derived.from. these canclusionss: .it.is. .

recommended that -

. The Switcher cycle count recording capability he
permanently installed in the CCATS software pdckage
in a form appropriate to support continuing.analysis
of computing capacity being used. (Details of the

form do not warrant discussion in this report.)

'« Purther empirical data be collected.to support a
conclusive investigation of the usefulness of the.
Switcher cycle count technique to provide a loading.. .
prediction capability. (The specific.definition of ..
data to be collected must be achieved in.light of
.those areas requiring investigation as . delineated

in this analysis.)

. An effort be commenced to examine other possible
means of providing the ability to conduct .on-going
analyses of system loading, the objective being the
ability to support selection of a particular technique.

(or combination of these) for final. implementation.
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Note that conclusions and recommendations related to.the. detailed mechanics
of data reduction and collection have.in samé. cases been implied by this
analysis, but are not considered of enough. general significance.tp, be
included in this paragraph.
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SECTION IV

SUMMARY OF RECOMMENDATIONS

The effectiveness analysis of the Communications .System. described
above may be viewed as resulting in a.liwo=part. product.. One.part.consists
of results and conclusions derived therefrom. intended.to .provide gn .analytic
description of present system performance or of. expected. CCATS .performance,
emphasis being on the former by necessity.. .This. part .of. the.praduct.is not
summarized in this paragraph; significant. resulls .and.conclusions . .are...
delineated above in summary fashion for. each.portion. of the analysis... Tle
second part of the product consists of a .series.of. recommendations with. the
common goal of insuring thalt areas conslidered fo.regquire. further .analylic

effort are identified. These recommendations..are.tahulated belaow. .in.

summary form with reliance on other portions.of. this. report. .to. provide.:

supporting information. The repetition.involved.is .cansidered justified .

by the convenience of identifying actions to.be. .taken.. Specifically,. it

is recommended that -

The Switcher cycle counu recording . capability be. .
permanently installed in the CCATS software.package. to ... .

support continuing analysis of processor leoading.

Alternative techniques providing loading measure-
ments, including the Switcher cycle.count  technique,
be comparatively evaluated and that.a technique or
combination of techniques be implemented.and.utilized
to provide a predictive capability relative to CCATS

processor loading.

. An analysis be conducted of the utilization by

CCATS of both core and peripheral storage hardware
in terms of the types and quantities of data stored,
this analysis providing an indication of the growth

characteristics of the GCATS system,



Time delays and related telemetry data handling. .
issues (e.g., time homogeneity of data samples)
considered significant by NASA be analyzed for
Apollo using the techniqués employed in this study,
and that this analysis be directed toward.the related.
issues of data handling adequacy from an operatienal.
viewpoint and dats handling effieciency from an

engineering viewpoint.
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APPENDIX A

A FRAMEWORK FOR SYSTEMS ANALYSIS AND EVALUATION

INTRODUCTION

As discussed in the main body of this report, analysis in the
Communications System area emphasized the selection of gystem character-
istics for analysis based on their significance. To provide a technique
for assessing "significancé'in support of this selection process, an
analytic framework was developed to make explicit what otherwise would
have been left to system experience and "intuition." Because the re-
sulting framework appears to have merit as a tool for systems analysis..
and evaluation in general and because experience with this tool in the
Communications Systems area has met with practical success, this
appendix is provided. This appendix is intended to be sufficiently
descriptive to permit a general understanding of the framework being
presented, but not sufficiently detailed to permit a thorough evaluation
of the framework as a syStem analysis and evaluation tool; this appendix

constitutes only a starting point for such an assessment.

PURPOSE

Before describing the analytic framework itself, the advantages
generaslly assoclated with an explicit approach to systems analysis/
evaluation as opposed to total reliance on experience and intuition
should be stated. These are -

Contribution of a uwnifying influence to all
analysis activity which enhances the ability

to treat total system issues.

Provision of a commonly-accepted and consistent
set of criteria against which to evaluate pro-

posed design alternatives.

Reduction of the probability that significant

areas of interesgst will be overloocked.

Influencing the development of the subject framework was the con-

straint that analysis for purposes of this report would be conducted
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without a tabulation of specific mission requirements from which areas
of interest could be directly derived. If such a constraint were truly
unique and if the resulting approach were totally dependent on that
constraint, the approach certainly would not be useful for a general
systems analysis/evaluation application. It may be contended, however,
that such a constraint is not unique although of varying degree in
different situations. More specifically, in an environment of ‘changing
and somewhat unpredictable requirements, it is desirable to have a means
of looking at a system which is not totally dependent upon a knowledge
of specific, detailed requirements. The altempt herein to satisfy this
desire is based on the distinction between specific mission requirements

and requirements categories.

Because the concept of requirements categories provides a starting
point for the analytic approach described, this concept should be well
understood. Simply stated, it merely reflects the fact that when viewing
the wide variety of specific requirements that may be stated for the .
MCCH or a similar system, one begins to identify certéin bagic character—
istics of these which appear repetitiously and provide a common thread.
Study of such basic requirements churacteristics leads to the coneclusion
that these may be tabulated in such a way that any specific requirement
may be described by a quantitative combination of these, the resulting

tabulation being designated as a list of requirements categories.

An example might help to clarify the above discussion. A specific
requirement might be to decommutate an additional Apolloc TIM format re-
ceived via a new wide-band link between a remote site and the MCCH. The

assgclated requirements categories may be stated as -

The requirement to respond to
- An increased number of different TIM formats
to be handled within the MCCH

- An increased number of wide-band data inputs
into the MCCH

Although establishing a list of requirements categories may be trivial
conceptually, it must be accomplished carefully and with a firm under-
standing of the system if the result is to be comprehensive enough to

truly cover all possible specific requiréments.

63



QUESTIONS TO BE ANSWERED

If any framework is to prove useful as a systems analysis/evaluation
tool, it must be evolved with the ability to provide answers to certain
types of questions as an objective. Without attempting to define
terminology too closely at this point, the subject framework is intended
to provide assistence in answerihg two types of questions about a system

as follows:

- How well is the present system doing its job?
(MCCH system functions regarded as constant. Specific
questions generally some form of "how reliably? or

"how rapidly?")

- What ability does the gystem have to perform its present
function for more data?
("™ore data" in the very general sense required to
cover increased traffic rates, increased number of
formats, etec. "How efficiently” is considered herein
as within the scope of this question although it
could just as well be considered a further specifica-
tion of "how well?")
If one addresses the issue of why these questions are of interest, he
immediately encounters the fact that each is relafed to a set of demands
upon the system and the question itself expresses interest in how well
the associated set of demands may be met. In particular, the two types
of questions stated above are related to what are referred to herein as
"Performance Demands" and MAugmentation Demands,” respectively. These
two demands types are viewed as the starting point of the subject framework
with the objective being a means of looking at the system which permits
analysis of how well such demands may be met.

Note that demands are discussed herein as levied upon the MCCH with
no prior knowledge of whether or not these may be easily accommodated.
This decision to ignore the trade-offg which exist din practice between'
capabilities.and requirements not made purely do &implify discussion.
FRAMEWORK DESCRIPTION

Figure 1 describes both the framework being discussed and the en-

vironment in which this framework must be viewed in terms of sources of

demands upon the MCCH, processes involved in response to changing functions,
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and the impact of design alternatives. This paragraph i1s devoted primarily

to the framework itself.

That portion of Figure 1 contained in the double lines constitutes
the framework which is the primary subject of this memorandum. Indicated
within these lines are successive stages of the framework designed to
permit selection and analysis of those system characteristics related to
the satisfaction of Performance and Augmentation demsnds. Portions of
Figure 1 outside of the double lines are provided primarily to indicate
the potential usefulness of the proposed framework in addressing questions
other than those directly assoclated with Performance or Augmentation De-
mends. Figure 1 is‘used as a basis for the descriptive information
provided in subsequent paragraphs with emphasis on the ®framework portion."
Examples are provided as appropriate to indicate the product of successive
stages within the framework, but descriptive information is kept to a
minimum with comments provided only when the figure is considered

inadeq_uéte°

Before the successive stages of the framework gtarting at A may be
understood, a point relative to the derivation of PMCCH Level Requirements
Categories” should be explained. First of all, demands upon the MGCH gre
viewed as associated with two MCCH Interfaces -~ the MCCH interface with
the "External World" and the MCCH interface with "Internal Mission Per-
sonnel" (both Flight Controller and Support Groups including M & 0
personnel). Both of these demand sources may be viewed as having both a
physical data interface and an operational/mission requirement interface
with the MGCH (see Figure 1). Demands being "input" to the MGCH across
these interfaces become requirements from the point of view of the MCCH
itself. In summary, demands from two sources are viewed as levying re-

quirements upon the MCCH as indicated in Figure 1.

Stage-By-Stage Framework Description ("Stages" identified by circled
letters in Figure 1)

STAGE A - Would consist of & tabulation of requirements categories
at the MOCH level divided, as one possibility, into various majdr and

minor groupings to reflect the structure of the demand interfaces.

A sample tabulation with examples is provided as follows:
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MCGCH Level Reguirements Categories

I. Augmentation Regquirements Categories

A, As associated with the External World Interface

1. Data Interface Requirements Categories for
each data type, the requirement to respond to
8. Increased number of different data formats
to be handled.
b. Increased number of sources/destinations.

c. Increased message rate.

2. Mission/Program Scheduling Requirements Categories
respond to requirements for
a. Increased degree of simultaneous mission support
capability.
b. Reduction in MCCH "turn-around" time.
B. As assocleted with the Internal Mission Personnel Interface
1. Data Interface Requirements Categories respond
to requirements for
a. Increaged number of selectable displays of a
particular type.
b. Increased number of positions supportable by

computer~driven displey surfaces.

2. Operational Requirements Categories respond
to requirements for
a., A reduction in the time delay between MCCH receipt
and MGCH display of a particular data type.
b. A reduction in the probability of display of date

of a particular type containing an error.

IT. Performaence Reguirementg Categorieg

A, As associated with the External World Interface requirements to

1. Achieve mission "turn-around” within the MCCH
within a specified period.
2. Accomplish support of specified simultaneous

mission configurations.
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B, As associated with the Internal Mission Personnel
Interface requirements to
1. Display received dats within a specified period
of elapsed time since receipt by the MCCH.
2. Process and display particular data type within the
MCCH allowing only a specified level of undetected

error probability.

Two observations may be made relative to this sample tabulation.
Firstly, the fact that Performance Requirements Categories appear to be
a derivative of Augmentation Requirements Categories related to '"how
rapidly? how reliably?" is more than coincidental. Further investigation
indicates that this relationship between the two groupings is a byproduct
of the way in which Performance and Augmentation Demand types have been
defined.

As a consequence, expressions of certain augmentation and performance
characterigtics will teke identical form with the viewpoint of the user
providing the only distinction. For example, one might produce a curve
showing TIM time delsays as a function of traffic loading in the system.
One point in this curve might represent present performance while the
characteriStic§ of this curve beyond this point would portrsy the augmen-

tation charactéristics of the gystem.

Secondly, it is recognized that although the above statements of
performance requirements categories imply the known quantification of
such requirements, a performsnce analysis might often consist of describing
a performance characteristic of a system in an environment lacking any

quantitative standard against which to compare the result.

STAGE B - Derived simply from Stage A as indicated in Figure 1.
Considered to be one of the most important products of the framework approach
because of the desirability of establishing a set of effectiveness criteria
against which any system may be assessed regardless of the functions being
performed or of the mechanization technique employed. The following
tabulates effectiveness criteria associated on a 1-to-1 basis with certain
of the sample requirements categories tabulated above to indicate the ease
of generating such criteria once a comprehensive understanding of the

various categories of system requirements is understood.
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Related Reqmnt

Category Effectiveness Criteris

From an Augmentation Viewpoint,

I.A. 1 a. above Ability to accommodate new formats for each data type
as defined in terms of the relevant format character-
istics.

I.A. 1 b, Ability to accommodate an increased number of data
sources/destinations for each data type.

I.A. 2 a, Ability to increase the number of simultaneous mission
configurations which may be supported.

I.B. 1 a. Ability to accommodate an increased number of
selectable displays.

I.B. R a. Ability to achieve a reduction in data time delays
incurred within the MCCH for each data type.

From a Performance Viewpoint,

IT.A. 1 Ability to achieve mission turn-around within a
specified time period.

II.B. 1 Ability to display data of a particular type within a
specified period cf elapsed time since receipt by
the MCCH.

Note that all effectiveness criteria are stated above as an
"Ability to —- " with the understanding that the ability of interest
must be analyzed in an environment in which the functions performed rela-
tive to each data type remain constant. At this point, however,
effectiveness criteria are not sensitive to which portion of the MCCH

performs which functions.

STAGE C - Although this stage has a more minor significance it
appears in the framework as distinct from STAGE B to permit the selection
from the list of overall MCCH criteria included at B of only those cri-
teria which are relevant to each particular MCCH portion. Omissions are
obviously warranted, for instance, in cases where an effectiveness
criterion viewed on a per type of data basis in STAGE B relates to a type
of data which is not handled by a particular MCCH System. As indicated
in Figure 1, the definition of these cases requires a knowledge of the way
in which overall MCCH functions have been allocated between different MCCH

systems. Note that the presently accepted delineation between portions of
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the MCCH has been reflected and also that an Intersystem Effectiveness
Criteris grouping appears to provide recognition that the ability to
respond to certain types of requirements may be reasonably viewed only on
an intersystem basis. End-to-end time delays within the MCCH certainly
fall in this category although one could consider these delays to have a

per system component with the total picture achieved by simple summation.

STAGE D - As indicated in Figure 1, this stage applies to the task
of proceeding from C only for those effectiveness criteria associated

with Augmentation Demands.

This stage reflects the fact that for any ability of the system

associated with system growth, a primary constraint on this ability may

be identified based on the detailed nature of the system. Emphasis should
be placed on the necessity to define only the primary constraint. Regard-
less of the nature of a particular system configuration, one will generally
be able to define several constraints dictated by the system design which
apply to the same ability. The desire to limit analysis to the primary
constraint is derived from the fact that it appears impractical to examine

system characteristics in terms of all of the definable constraints.

To make the transition from C to D, a thorough knowledge is required
of the mechanization techniques employed in the system to implement the
assigned functions. Perhaps it is useful to view D as a tabulation of
primary constraints related to system level (as opposed to MCCH level)
effectiveness criteria on a 1-to-1 basis. An example of the "entries" in
such a tabulation is shown below. The entry for both the existing system
and the CCATS system relative to the same effectiveness criterion is pro-

vided to indicate the sensitivity to mechanization technique.

Effectiveness Criteris for Comm. System - Ability to accommodate an in-

creased number of data sources/destinations for each data type.

Defining this ability as simultaneous accommodation of different TIM

formats, the following results are obtained:

For the existing system, the number of different TIM
bit streams which may be handled simultaneously is

equal to the number of ground stations., Simply, therefore -

Primery Gonstreint = No. of Ground Stations
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For the CCATS system, the number of different TIM

bit streams which may be handled simultaneously is

limited primarily by the amount of storage reserved

for the buildup of TIM parameter tables. (Used for '

purposes of example - not necessarily realistic.)

Therefore - |

Primary Constraint = Amount of core storage

available for TIM paremeter
tables.

STAGE E - This stage represents the result of determining the most
appropriate way of describing that characteristic of the system associated
with each effectiveness criterion in C. Such a description may be con-
sidered to constitute an expression of the ability upon which the

effectiveness criterion is based.

Treating this stage relative to effectiveness criteria in the augmen—-
tation grouping and noting the significance of D as described above, it
may be seen that the "expression of ability" becomes an expression of the
primary constraint when augmentation characteristics are of interest
(see Figure 1). For example, considering the particular primary con-
straints identified in the description of D, the expression would
consist simply of the number of ground stations for the existing system
and of a curve of core storage usage vs. the number of TIM streams
simulteneously processed for CCATS. When performance characteristics are
of interest, achieving E i1s just a mstter of determining the means of ex-
pressing such characteristics in a way which best facilitates interpretation

from an operational point of view.

STAGE F - The transition from E to F constitutes the actual detailed
analytic work. No framework could or should dictate analytic techniques
at this level; these are based on the nature of the issue being addressed

and the data available to support analysis.

Framework Environment

The portions of Figure 1 outside of the double lines are considered
herein as the "framework environment" and are added to indicate how the
framework itself may be considered to be related to system viewpoints/

interests which in itself does not specifically cover. In particular, the
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the framework specifically reflects only Performance and Augmentation
viewpoints and reflects these only once the totality of MCCH functions h
have been defined and a design alternative has been selected in terms of
a particular allocation of functions within the MCCH and of a particular
mechani zation technique for each function (or set of functions). On the
bagis of this summary statement of the limitations of the framework, other
portions of Figure 1 specifically relate to a particular type of demand
not reflected within the framework and to the interrelationship between
the framework and the establishment of design alternatives in terms of

verying functional allocations and/or mechanization techniques.

Funictional demands appear to be the only major demand type not covered
within the scope of the framework itself. Figure 1 indicates the fate of
such demands in a manner which should be self-explanatory. Most important
is the fact that once the totality of MCCH functions has been defined, the
next step is to define a design alternative in the terms noted above and
as shown in Figure 1. Also as indicated in Figure 1, definitions of the
two features -~ functional allocation and mechanization technique - of a
design alternative serve as inputs to the process of proceeding through
successive stages of the framework. If one is concerned with new system
design alternatives in response to a new definition of MCCH functions in
response to functional demands, the functional sllocation and mechanization
techniques features of these alternatives must be defined before they may '
be investigated/compared in terms of their performance and augmentation

characteristics via the framework approach.

Non-framework portions of Figure 1 other than those associated with
the response to functional demands merely indicate that an iterative cycle
of design‘alternatives and systems analysis, once "triggered®, will not
terminate until the user is satisfied with both the augmentation and per-
formance characteristics of the system. (Obviously, user satisfaction
must be tempered by cost and schedule considerations which are not covered
by the proposed framework and by the extent to which explicit statements
of performance and augmentation characteristics are made available.) This
cyclic behavior implies that the framework approach could prove useful in
providing a common and consistent set of criteria against which to evaluate
any design alternative whether or not such an alternative may be traced to

new functional demands.
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RECOMMENDATION FOR FURTHER DEVELOPMENT AND USE

It is strongly recommended that the approach described herein or some
other analogous approach be developed for use as a working tool in support
of a continuing systems analysis and evaluation activity. To achieve this
end, significant review by all parties concerned will be required.
Critiqueing by NASA should specifically include testing of the framework
against all questions of user interest to uncover any significant areas
not covered. 8Such critiqueing, of course, would follow further work by

MITRE personnel to evolve the framework to a more final form.

Once an agreed upon framework has been established and is commonly
understood by both MITRE and appropriate NASA personnel, the framework
might be employed to the following ends:

- To permit the selection of specific augmentation and
performance characteristics warranting detailed analysis
as part of an on-going systems analysis/evaluation effort,

relative to the existing configuration (at any point in time).

-~ To provide a commonly-accepted and consistent set of
effectiveness criteria against which any design alterna-
tives/proposels may be evaluated in terms of their

relative augmentation and performance merits. (Alternatives
may involve only a new mechanization techﬁique, only a new

functional allocation, or both.)

- To encourage the breakdown of NASA-wide requirements
into those components which permit evaluation of their

impact upon the performance and augmentation characteristics
of the MCCH.
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APPENDIX B

BACKUP DATA FOR COMMUNICATIONS SYSTEM ANALYSIS

PURPOSE

The purpose of this appendix is to provide technical data.and discus-
sion in support of the analyses described in the main body of the report
to the extent such information is not contained in the report itself. In-
formation presented in this appendix is not in itself meaningful; it must

be understood in light of the main report itself.

BACKUP DATA FOR TIM DATA HANDLING ANALYSIS

Data in this paragraph is provided in support of Figure 2-1. The
means of calculating both the Cycle Sync and Mechanization Delays. presented
in Figure 2-1 is described.

Propagation Delays

This category of delays may be treated in a group. Propagation delays
between components or stages in the same facllity were considered negligible.
Propagation delays between the vehicle and a remote site (any remote site
as{angapproximation) and between the remote site and the MCCH were com-
puted using a worst-case TELCO propagation figure of 60,000 miles/second.
Whether or not this particular worst-case figure unfairly exaggerated the
propagation delay results was not investigated due to the small. contribution
of propagation delays to total delay. Mileage figures were assumed as
follows based on a similar Philco analysis contained in the Telemetry Sub-

gystem data booksg:

Vehicle to remote site, 200 miles
Remote site to MCCH, 2,600 miles (worst-case)

The particular propagation delays associated with TIM transmission from
down-range sites to Cape Kennedy have been included as part of the Mechani-

zation Delay assoclated with Cape Kennedy as the site wide-band data source.

Cyele Sync Delays

This category of delays may also be treated as a group for descriptive
purposes. Oycle sync delays indicated in Figure 2-1 for the vehicle and
for a remote site should be self-explanatory based on the related discussion

within the main body of the report. Although the nature of Buffer/Formatter
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and RTCC cycle sync delays should also be clarified by the same discussion,

additional information is as follows:

For the Buffer/Formatter, the presently employed output

"frame rate" of 1 frame per second was assumed.

Regarding the RTCC, a portion of telemetry processing is
accomplished by software which operates periodically on a

1 second basis.

Note that the legitimacy of equating the sum of the averages to the accumu-
lative average for purposes of this analysis is based on the fact that the
probability of incurring a cycle sync delay within a range from the worst

case to the best case assumes a uniform distribution.

Vehicle Mechanization Delays

These delays and all other mechanigzation delays were calculated
assuming that a full word of telemetry data (& bits) is required to fully
describe a parameter value. This assumption intentionally yields results
of a worst-case nature (only 1 bit required to describe a bilevel event)
noting 16 and 24~bit digitals as an exception. Specifically, delay
approximations were made by viewing the on-board commutation system as
1) required to obtain an 8-bit word for down-linking within the time that
the previously-acquired word is being down-linked at the appropriate bit
rate and 2) as outputting data from a parallel-to-serial converted at the
down-links rate. On this basis, calculations were made using the AGENA

down-link rate of 16.384 to provide worst-case results. These were -

B . 1 secs
MD = 2 ( bits X 16,384 /bit) = 960 MSEC

0.007 sec.m Figure 2-1

Remote Site Mechanization Delays, Cape Kennedy

These delays were calculated assuming receipt of down-linked data via
a down-range site, meaning a duplication of certain processing stages be-
tween the original receipt and transmission from Cape Kennedy. In
particular, delays were doubled for the following items: ground station,
RSDP, TOB, modemn.

Ground station delays were calculated by working backwards from the
observation that such a device may be viewed as maintaining pace with the
input bit rate with the support only a single 1 word (8 bits) serial-to-
parallel converter acting as a buffer register. A ground station must,
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therefore, be capable of processing a word within the time required to
accumulatée = another word at the input line rate. A down-link rate of 51.2

kbps was used for calculation purposes.

RSDP (Buffer-Multiplexer in the case of Cape Kennedy) delays were
crudely estimated based on the observation that, due to the continuous trans-
mission characteristic of telemetry information flow, the RSDP is required
to keep pace with input data by processing as many TIM words per second as
are required to produce a 100% duty cycle on a 40.8 kbps line. The delay
derived from this observation is designated the "RSDP Processing Delays."
Using reasoning analogous to that presented for vehicle transmission de-
lay, an "RSDP Processing Delay" equal to & bit times on a 40.8 kbps line

was also calculated and doubled.

Modem:and Telemetry Output Buffer were estimated to be on the order

of 1 bit time with a total for the two devices of 1.5 msec.

Almost outweighing all other calculations, a "fat" delay of 60 msec
was added to reflect down-range recelver delays and down-range to Cape .
Kennedy propagation delays. This figure was provided as a worst-case by

Philco-Houston RSDP perscnnel. Resulis of above:

Delay Type Delay Value
Ground Station 0.4 msec (2 x 0.2 msec)
RSDP Processing 0.4 msec (2 x 0.2 msec)
RSDP X mission 0.4 msec (2 x 0.2 msec)
TOB and Modem 3.0 msec (2 x 2.5 msec)
Additional DR delays 60.0 msec

Total 64.2 = 6/ msec

Remote Site Mechanivation Delay, High-Speed Site

Using reasoning analogous to the above, calculating a greater trans-
migsion delay based on a lower output bit rate (2.0 kbps), and eliminating

the need for "doubling;" following are the results:

Delay Type Delay Value
Ground Station 0.2 msec
RSDP Processing 0.2
RSDP X mission 4.0
TOB and Modem 1.5
Total 5.9 msec = 6.0 msec
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MCCH Receiving Modem Mechanization Delay

Approximated at 1 msec.

MCCH PCM Ground Station Mechanigzstion Delay

Calculated as 8 x 1/40.8 using reasoning as presented for remote site
ground station delays. Result: 200 microseconds which was "rounded" to

1 msec for summation purposes.

MCCH Directly-Driven Display Mechanization Delays

Because essentially a "hard-wire" exists between the ground stations
and an operators display, an approximate delay of 1 msec was assumed with

the actual delay being in terms of microseconds.

MCCH Buffer/Formatter Mechanization Delays

Estimated to correspond to a large number of B/F memory cycles requir-
ing 50 usecs plus a transmission delay for & bits at the output rate of
4.8 kbps, the latter being approximately 1700 microseconds. Result: a total

delay of approximately 1750 microsecond or 2 msec.

MCCH Communications Procegsor Mechanization Delays

Estimated based on the following components: 12 bits worth of input
buffering within a CLT prior to placing in memory, an average time of 1/2
frame transmission time (estimated as 1/2 the time required at line speed
to £ill a C. P, memory buffer of 159 words) prior to processing being
initiated by an interrupt, a time to accomplish procéssing based on being
"in the middle" of the tasks performed within 0.58 seconds (based on the
68% C. P. loading measurement) and a time to output data to the RTCC at
40.8 kbps assuming location in the middle of the 159 word buffer used for

direct outputting. Results:

Delay Type Delay Value
. - 1 _ .
Input CLT Buffering = 12 X 4,800 2.5 msec
‘ e S - 159 . .12
Interrupt "waiting 5 X 4,800 200 msec
Processing = ;é%Q = 340 msec
‘s - 159 2
Output X mission 5 X 70,800 _24 msec
Total = 567 msec

0.6 seconds

i
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MCCH RTGGC Mechanization Delay
An estimate of this delay was provided by MITRE personnel performing

the RTCC analysis portion of this study and required relatively crude
assumptions on the impact of job queueing within the RTCC., Result: 0.2
seconds (including RICC input buffering at a single 12 bit character).

MCCH Computer-Driven Display Mechanization Delay

The delay employed was based on the assumption of TV displays as a
worst-case. MITRE personnel performing the Display and Control System
analysis portion of this study provided data leading to an estimate of

18 msec.

BACKUP-. DATA IN SUPPORT OF THE COMMUNICATION PROCESSOR LOADING ANALYSIS

Meggurement Configurations
Configurations are listed in the order in which data was actually .
collected. During all measurement periods, the Switcher cycle count was

recorded at 1‘second intervals.

Approximate
Config. Configuration Measurement Loading Results
1P Description Duration 490 494
# 1 2 B/F Channels: 1 w/ 1 minute 15.6 %  3.5%
GEMINI data, 1 w/
AGENA "B" data
# 2 1 B/F Channel w/ 1 minute 13.5 2.8
Titan data
# 3 1 IP DCU-R Input 1 minute 18,0 4.3
# 4 1 GE/B DCU-R Input 1 minute 16.7 3.2
# 5 2 GE/B DGU-R Inputs 1 minute 13.3 4.2
# 6 1 BDA DCU-R Input 1 minute 20.6 5.3
# 7 3 DCU-R Inputs (1 each for 1 minute 2.8 6.1
IP, GE/B, BDA) and
2 B/F Channels (1 w/
GEM, AGENA, Titen, other
w/ AGENA "B")
# 8 A11 6 DCU-R Inputs (2 each 1 minute 2.9 8.2

for IP, GE/B, BDA) and
same B/F Inputs as # 7
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Approximate

Config. Configuration Measurement Loading Results
IP Description Duration 490 494
# 9 Peak Traffic Situation: 5¢ minutes 68.0% 13.3 %

Config. # 8 plus MDGS
inputs (CW Load to EIR,
SPC Load to TEX) plus

5 TTY send devices con-
tinuously transmitting
NASCOM traffic plus 1 TIY
send device transmitting a
TIM Summary plus RICC-gen-
erated Command Loads and
TIM Rebroadcasts

# 10 Buffer/Formatter Component 1 minute 20.6 5.3
of # 9

# 11 DCU-R Component of # 9 1 minute 40.0 7.5

# 12 TTY Component of # 9 2 minutes 19.6 4.0

# 13 MDCS Component of # 9 1 minute 37.6 10.0

# 14 No Data Calibration Situa- 2 minutes m—— e
tion

Data was collected for certain of the configurations listed on two
separate occasions. Only a single result is shown bécause the existence
of an unknown program error on one such occasion prevented the collection
of valid data for the 490, Note also that for a combination of reasons in-
cluding the referenced program error, valid data was not directly collected
for two cases: a true peak traffic case for the 490 and in the case
of the RICC component of the peak traffic case. Valid results were col-
lected, however, for a 490 pesk traffic case excluding only RTCC traffic
and for 494 peak traffic situations both with and withbut RTCGC inputs. 4n
assumption was made, therefore, to obtain certain results of the analysis:
an increase in the 490 loading to reflect RTCC inputs was assumed to be
proportional to the same increase measured for the 494. As a corollary,
the RTCC component contribution to the sum of the parts (required to calcu-
late X for the peak case) was estimated as being proportional to the
relationship between the sum of all other parts and the measured loading
for the 494 without RICC inputs.
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Data Reduction

After studying the characteristics of recorded data, it was determined
that averaging of the measurements recorded for a single configuration.
would provide the most meaningful results. Averaging, however, was nol.
accomplished for all data points associated with. a particular configuration
due to the large data reduction effort involved in.converting counts re-.. .
corded in octal to their decimal equivalent.. (Note .that incorporation of.
such a conversion capability as part of the tool itself would be highly. .
desirable. )

Because of the importance of numeric loading resulis in the peak.load.
cases, these results were achleved by averaging every fifth data point re-
corded (approximately 330 points in the measurement period). Results for
all other configurations were generally achieved by averaging only two
data points - the point for which the highest level of loading was recorded.
and that for which the lowest level was recorded. This simplification was
employed because of a lesser interest in the actual result values. The
inaccuracies involved weré checked at random by averaging every third point ..
in a few cases with the conclusion that the two point technique affected
the result by approximately I 1%. (t 1% of the result itself, not of the
loading result obtained.) The results of the calibration measurements are
an exception to the use of averaging as noted within the report itself.

Note that this analysis has establishedmconfidgnce that averaging of
results is meaningful in most cases. This implies that data reduction .
effort may be reduced in the future by selecting a recording interval .approxi-
mately equal to the period of measurement interest. Result: averaging

automatically achieved.

Configurations Used to Support Figure 2-9

Configurations are identified below as associated with the particular .
interrupt rates providing data points for the interrupt rate vs.. loading

curve, Figure 2-9.

Interrupt Rate Config, Interrupt Rate Config,
1/second #2 20/second # 7
2 # 1, # 4% 32 S#11
4 #3, #5 #10% 36 #8
10 # 6

* These same combinations were used to achieve results relative to investi-
gating loading sensitivity to detailed data characteristics as described in

the main body of the report.
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‘Configurations to Support Calculation of Overlap Form Factor (X)

The results of calculating X for the peak traffic situation are re-
flected in the main body of the report. Other configurations for which X
was calculated are indicated below in terms of the additive relationship

between certain configurations. Results are indicated as well.

Config. # 7 = Configs. # 3+ # L+ # 6 + # 10
X = 0.346 for 494, 0.434 for 490
Config. # 8 = Config. # 10 + Config. # 11

X = 0.666 for 494, 0.8 for 490
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APPENDIX G

This Appendix contains a bibliography of documents consulted in

accomplishing the analysis reported in this Volume.II.

1. Goss Commnication Network Data Book, PHO-1Z1000, 20 Oct. 1964,
Vols. 3 and 4. :
Goss Telemetry Network Data Book, PHO-1Z100, Vols. 1, 14 & 2.
Communications, Command and Telemetry System Specification,
SS-03549A (Supersedes SS-03549, dated 29 Dec. 1965).
Goss Digital Command, Data Book, PHO-RT122, Vols. 1-3, July 1964.
Training Course, PCM/102A Ground Station, Lockheed Aircraft Co.
GTA-8 Telemetry Data Format Control Handbook, 13 Dec. 1966.
Univac document, "Univac 490 Communications Processing System,
System Design Manual'", plus adendments.
Univac document, "General Reference Manual for 494 System".
Bell Telephone Labs document MF5-4332-11, "Comm. Processor-
Analysis of Char. Transfer Function", 31 March 1965.
10. Bell Telephone Labs document MF5-4332-54, "Comm. Processor-
Analysis of Processing (P ) Function", 22 Nov. 1965.
11. Bell Telephone Labs document MF5-4332-60, "Comm. Processor-
Analysis of Storage Function", 27 Dec. 1965.
12. Radiation Melbourne document, "Technical Specification For
Master Digital Command System", undated.
13. Radiation Melbourne document, "Master Digital Command System,
Operation & Maintenance", Vols. I & II, November 1964.
14. Philco document PHO-TR181, "MCCH Telemetry, Command and Com-
munication Augmentation Analysis for Apollo Program", undated.
15. Philco Specification No. SS-03549B, "Communications, Command
and Telemetry System Specification", 5 April 1966.
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C. W. Farr . Beckman, FC
J. F. Jacobs . A. Beers, FC

. Bruce, BG6

Clements, FS
Fielder, FAL (3)
Hamilton, FS3
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SN o ™

R. R. Bennie.

J.

A

A

F

E

E

R

. D. Hodge, FC
D. I. Buckley C. C. Kraft, FA
A. Goldstein E. F. Kranz, FC
° . b}
C. C. Grandy H. E. Leech, FS3
S. J. Hauser, Jr. J. R. McCouwn, FS2
G. A. Hawthorne J. A. Miller, FS2
E. S. Herndon D. T. Myles, FS2
K. E. McVicar D. H. Owen, FC
. . A )
J. S. Quilty R. G. Palmer, FS2
W. B. Woodward (20) L. L. Ruetz, FS3
J. M. Satterfield, FS2 (80)

D06 S. A. Sjoberg, FA
=== J. G. Zarcaro, FAL
D. R. Israel
D=-51
A, Cohen
D. Goldenberg (5)
S. E. Rose
D-84

L. C. Driscoll
F. B. Kapper
M. W. Lodato
J. D. Porter
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